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Abstract—The case study presented in this paper describes the pedagogical aspects and experience gathered while using an e-learning

tool named IPA-PBL. Its main purpose is to provide additional motivation for adopting theoretical principles and procedures in a computer

networks course. In the proposedmodel, the sequencing of activities of the learning process is grouped into three phases based on

educational goals. In this way, the same tool is used on several courses with different curricula. In IPA-PBL, problem-based learning

(PBL) is applied as a pedagogical strategy, as well as a set of concretemethods implemented in the software. Together with the

pedagogical model, specific domain ontology is designed. In this way, the learner’s knowledge can be analyzed in order to collect data

necessary for the dynamic adaptation of system behavior. The results collected while using IPA-PBL are compared to those obtained

without using the system. Statistical analysis, together with pertaining considerations and conclusions, are also presented in the paper.

Index Terms—Computer networks, intelligent tutoring, IP addressing, ontology modelling, problem-based learning
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1 INTRODUCTION

IP addressing represents one of themost important topics in
computer network (CN) courses due to its fundamental

role in organizing and establishing reliable computer net-
works. This paper describes the pedagogical aspects and
experience gathered while using an e-learning tool named
IPA-PBL –Web based hybrid system (problembasedlearning.
org/ComputerþNetworks), designed for the problem-based
learning (PBL) of IP addressing. In addition to knowledge of
network equipment and related procedures for connecting
and controlling the equipment, IP addressing also requires
creativity, especially in network administration of complex
and distributed organizations.

Therefore, the level of student knowledge and skills
related to the CN domain strongly depends on understand-
ing and implementing IP addressing principles and rules. In
an environment with a growing need for CN designers and
administrators [18] and with rapid changes in CN technol-
ogy, one would expect that in contemporary CN courses
transfer of knowledge is carried out in an efficient and effec-
tive way. For this purpose, varieties of software tools are
designed in order to improve the clarity and interactivity of
the learning process [7], [13], [23]. Dragging and dropping
symbols of network equipment from the palette to the work-
ing panel (virtual networking space), making connections

between equipment units (by simple movement of cursor
between symbols), running the simulation and tracking the
transfers of data between routers, switches and computers,
as well as watching how the equipment changes and reas-
sembles the content through a relaying process, represent
some of the many scenarios that are used in such tools.
Regardless of the software support, students still lack theo-
retical knowledge such as IP addressing concepts. Moreover,
they lose motivation due to many Internet sites offering the
services for calculating IP addresses based on entry data
[14], [15], [29]. Unfortunately, when they face a concrete
problem or task which is not stereotypical and requires crea-
tive skills and practical knowledge [17], they are incapable of
tackling the problem and finding the optimal solution.

This was the main reason for developing the software tool
with the purpose of providing additional motivation for
learning the theoretical principles and procedures of IP
addressing. The results of these efforts are presented in this
paper. IPA-PBL hybrid nature is reflected in different sup-
porting services offered to the learner: Tutoring through
practical exercises, recommendations regarding to achieved
results and content presented as explanations, arguments
and learningmaterial profiled in accordancewith knowledge
level of individual learner. Related works and the theoretical
foundation of the research represent the content of the follow-
ing section. The proposed solution is based on implementa-
tion of a specific pedagogical strategy. These issues are
explained in the section titled Pedagogical Model. Detection
of user misunderstandings depends on specially designed
domain ontology. Details of its design and application are
described in Section 4. The experience and results collected
during several years of usage are presented in the subsequent
section. The last section covers conclusions and future work.

2 RELATED WORKS

PBL has been used as a pedagogy method implemented in
curricula since 1969 [24]. Over such a long period of time,
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numerous definitions and descriptions of PBL have been
published in books and journals. As a method, PBL is
founded by subject matter experts (SMEs) without educa-
tional psychology or cognitive science backgrounds. There-
fore, in contrast to the traditional transfer of knowledge
from the teacher to the learner, where facts and concepts
represent the main part of the transferred content, PBL is an
instructional approach in which learning happens through
the process of making hypotheses and exercising deductive
thinking in order to find the solution for the assigned task
(problem) [4]. PBL is concerned with solving different kinds
of problems under the domain at hand [5].

Initially, PBL was used in medicine long before the
appearance of its software implementations. Nevertheless,
PBL is as current today as it was more than 40 years ago
due to its sophisticated methods and demonstrated practi-
cal results. It is not possible for the learner to become the
subject matter expert without having the experience in solv-
ing realistic problems. Unfortunately, this can be expensive
and sometimes even impossible. Therefore, implementa-
tions of PBL can be found in numerous intelligent tutoring
systems (ITSs): SlideTutor [8] designed for PBL in dermato-
pathology helps the students to prove their diagnoses
(hypothesis) by choosing and combining the appropriate
concepts from the domain ontology; CIRCSIM-Tutor [20]
represents another medical ITS designed for PBL by per-
forming Socratic dialogs with the students to solve the prob-
lems in the domain of cardiovascular physiology. Creating
meaningful problems represents one of the most important
aspects of PBL pedagogy [31]. Problems appropriate to the
learner’s knowledge level challenge him to research accessi-
ble resources in order to find the pieces of the puzzle
needed to complete the task. Mostly used in medicine, PBL
is proposed to be performed as team work – combined with
collaborative learning [3].

In addition to implementations in medicine, PBL is
adopted in computer science (CS) as one of the most
appropriate methods in teaching different types of knowl-
edge and skills. It is used in the classrooms as a pure peda-
gogical method with the instructor playing the roles of
facilitator and SME, while the learners split into groups
and try to solve the problem by using methodologically
correct approaches [26]. In such scenarios, the focus is on
the collaborative work of the learners. Unfortunately, PBL
takes place only during group sessions and there is no
individual learning support. For this reason, various CS
ITSs designed for this purpose exist. They can be consid-
ered as PBL tools because they are mostly designed for the
learning of a specific matter [27]. Some are created with
the purpose of learning software design. Representatives
of such systems are KERMIT, used for individual learning
of database conceptual design [30], and COLLECT-UML
[2], used for learning UML class diagrams, which supports
both individual and collaborative learning. Others are
mainly focused on implementation issues – these are ITSs
designed for learning programming in some targeted lan-
guage. ELM ART – a Web based ITS [34] for learning the
LISP programming language – represents one of the most
often references thanks to its ability to adapt problems
based on an episodic learner model. SQL Tutor represents
an example of an ITS designed for learning SQL queries

[22], which is interesting because it employs a domain
model based on constraints, instead of concepts and their
relations. Regardless of the differences in design and scope
of the applications, all ITSs mentioned above share some
common characteristics, such as dependency on well-
defined domain ontology and problem types.

Apart from commercial CN courses offered by CN
equipment makers (e.g., Cisco courses: CCNA, CCNP,
CCIP, etc.), PBL seems to be used in university level educa-
tion mainly for teaching CN topics in the second half of
undergraduate studies and at the master level [19]. Judging
from the publications, PBL in CN courses is more often
applied as a pedagogical strategy than as a method imple-
mented in software tools, regardless of the numerous appli-
cations mainly designed for simulating CN. It is considered
as a part of the curriculum, in a blended learning approach,
with group-assigned tasks and is strongly supported by a
variety of software tools [11]. However, these approaches
are interesting in describing the ways in which PBL should
be implemented. In relation to the organization of a course,
it is important to decide in which parts of the course (e.g.,
topics or weeks, lessons) PBL should be used. It is also sig-
nificant that the balance between PBL and other learning
approaches should be specified for every particular course
activity. Traditionally, the complexity (scope) of problems
should be increased gradually from the beginning to the
end of the course.

Recommender systems are particulary mentioned as tech-
nology-enhanced learning (TEL) tools that offer specific sup-
port to learners, based on content, knowledge (ontology
models), collaboration between them or hybrid solutions,
implemented in different learning contexts: formal and infor-
mal learning, mobile learning, lifelong learning, etc. [35].

IPA-PBL represents a hybrid solution for supporting
blended learning, and providing a user-friendly environ-
ment and useful feedback information in order to increase
learning efficiency.

3 BRIEF DESCRIPTION OF THE MOST IMPORTANT

ASPECTS OF IPA-PBL

The system presented herein is a complex architecture and
consists of numerous components that form the Web appli-
cation which aggregates different learning resources to act
as topics of the CN course. The most important topics are
presented in this section.

3.1 System Architecture

IPA-PBL architecture (Fig. 1) is based on both Web-based
applications and intelligent tutoring system architecture
[37]. The core of the system comprises Content Composer,
IPv4 Problem Generator and Pedagogy Module. Session
Manager represents the system front end, which uses Ses-
sion Tracker to record all of the user actions during the
learning sessions (LRD – learner’s row data) on the one
hand and deliver the learning content on demand to the
learner on the other. Therefore the interaction between
learner and system is considered as two separate streams.
Different mutual synchronized processes are used for these
two purposes: Single-direction LRD streaming and bidirec-
tional request–response-based content deliveery (see Sec-
tion 3.5 for details).
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During exploitation, the IPA-PBL system stores LRDs
sent from clients in the Learner Data Store (LDS). These
data are used for making conclusions about a particular
learner. This information is used for updating the Learner
Model and further for adapting the learning content for
delivering to the learner (see Section 3.4). Content Com-
poser performs the dynamic content composition based on
instructions given by PedagogyModule. In this way the sys-
tem improves interactivity with the learner while the ses-
sion data are better fragmented; this represents a main
difference regarding the way the learner models are com-
monly used in ITS. Each time the learner requests a resource
the system checks whether there is any change in LRD, i.e.,
is there any new event that the learner generated from the
last content delivery?

3.2 Pedagogical Model

PBL as a learner-centred approach is strongly based on the
implemented pedagogical model [9]. The facts mentioned
in previous sections lead to the conclusion that students
have a great opportunity to master the subject matter easily
and become CN experts in a reasonable time. Nevertheless,
the achievement of such an objective depends also on their
motivation. Only a well-designed pedagogical model can
attract students to use PBL resources in the right way from
the very beginning of the course and keep them interested
through the sequence of lessons as well as motivate them to
give their maximum in the exams. Therefore, the pedagogi-
cal model represents one of the most important parts of the
proposed solution.

Based on previous experience gathered from teaching
CN courses over several years, as well as using PBL as a
pedagogical approach in a domain similar to CN [28], the
IPA-PBL pedagogical model is designed to provide self-
paced individual learning based on a blended approach.
‘Blended’ refers to the ability of the learner to use IPA-PBL
simultaneously with other learning content represented in
the form of combined hyper-linked documents and external
resources (e.g., CN simulators or multimedia content
from YouTube). In the proposed model, the sequencing of

activities of the learning process is grouped into three
phases based on educational goals. In this way, the same
tool is used on several courses with different curricula.
Moreover, IPA-PBL is used as an additional tool in the Cisco
Academy courses that are offered separately from regular
faculty studies at Singidunum University and Military
Academy in Serbia. Starting with recognition, reproduction
and simple calculations in the first phase, the system leads
the learner through activities progressively enabling him to
be more creative and to solve more complex problems.

IPA-PBL provides the learner with the opportunity to
attend the IP addressing course through as many sessions
as he wants. Moreover, thanks to the blended mode of
learning, it enables the motivated learner who has already
passed the exam to improve his particular skills by making
new attempts and using some of the resources offered by
IPA-PBL. Motivated by game theory and game-based learn-
ing, in which competition between the players (learners) is
used as a motivation factor [6], in IPA-PBL the learner’s
results are visualized and put together with the average and
maximum scores of others. In this way, the learner can
make comparisons and become motivated to invest more
effort into improving his skills and knowledge. The section
Considerations of Results presents the details of the imple-
mented pedagogical model.

As a main pedagogical approach and motivation factor,
PBL is carefully implemented in the system (Fig. 1). Prob-
lem solving represents the most interactive part in commu-
nication between the system and the learner. The problems
are graded on seven levels based on complexity (e.g., Bina-
ryDecimalConversions represents 2 level 0 activity, while
SolvingIPAddressDistributionInGivenNetwork is the most
complex – level 6). Apart from this categorization, problems
are also grouped according to educational goals: In the basic
phase there are four levels of problems (0–3), the Intermedi-
ate phase covers the next two levels (4, 5) and in the
advanced phase the learners have to solve the highest level
problems (6).

The basic phase starts with the very basic pre-test whose
purpose is to determine whether or not the learner knows

Fig. 1. Overall system architecture.
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how to perform decimal– binary conversion and vice versa.
Such a skill is not part of the IP addressing course and it is
expected that learners have already mastered these conver-
sions. Nevertheless, BinaryDecimalConversions represents
the first learning activity which could help the learners to
refresh their knowledge and become reacquainted with the
conversion procedures. By reading the text explanation,
observing the example and performing a few test tasks
afterwards, the learner gradually masters conversions. On
the other hand, this activity is optional for those learners
who already have such skills (those who have passed the
pre-test). Other activities in this phase cover basic knowl-
edge about IP addressing: IP address classes and basic net-
work parameters. Regardless of specialization, IT students
should know how to set up their computers in order to con-
nect them to the network, or to recognize to which class the
concrete IP address belongs. The tasks that are delivered to
the learners are adapted to the activities. After the self-test
activity, the system evaluates the learner’s results and
updates his profile. If some misunderstanding is identified,
the learner is navigated back to the appropriate activity.
The IPA-PBL problem generator automatically creates a
new problem every time the user tries to improve his actual
result. In this way, it is impossible for the learner to remem-
ber the correct answers and use them in the next attempt.

The Intermediate phase is designed to train the learners
in the fast checking of IP addresses and mutual visibility
among the computers in the same network (level 4 and five
tasks). By achieving such goals, the learners can supervise
existing networks independently. The misunderstandings
registered in activities of this phase do not depend on activi-
ties of the previous phase. Therefore, loop-backs are possi-
ble only within this phase.

The purpose of the Advanced phase is to make learners
capable of solving the distribution of IP addresses in the given
network. There is only one activitywhich includes solving the
most complex tasks that aggregate all of the previous knowl-
edge delivered by IPA-PBL. Therefore, the learner solution is
decomposed and analysed part by part depending on the IP
addressing conceptual model specially designed for this pur-
pose. Depending on the detected misunderstandings (if any),
the learner is navigated back to some of the previous activities
in the first or second phase. If the learner passes the final test,
he is capable of organizing the computer network according
to the infrastructure constraints and organizational structure
of a hypothetical company.

3.3 Ontology Design and Usage

Despite the first appearances of the term “ontology” dating
back to old century (Aristotle’s Organon), its usage only
intensified from the early nineties up to now due to the
rapid development of computer science. Among many
appropriate definitions, one is “Computational ontologies
are a means to formally model the structure of a system, i.e.,
relevant entities and relations that emerge from its observa-
tion, and which are useful to our purposes” [36].

In the presented system, the purpose of ontology is to
provide a flexible way of analysing the learner’s knowledge
of particular IP addressing concepts and their relations.
More precisely, it should support making diagnoses
(through finding misunderstandings) and updating the

learner’s profile in order to provide appropriate tutoring
progressively through the learning sessions. Therefore, the
student model is built in accordance with a used ontology
design and represents its enhancement [10]. Although this
is an interesting part of the system, considerations relating
to it are beyond the scope of this paper.

Even though there are many CN ontology models
described in the literature, the appropriate one has not yet
been formulated. Most models focus on network security
issues [32], [33], extended to categorization and a descrip-
tion of the network equipment [1], or just the architecture of
the basic concepts [16]. Also, there are complex CN models
that cover several CN aspects. They are represented as col-
lections of particular models designed for specific demands.
The common information model (CIM) proposed by the
Distributed Management Task Force (http://www.dmtf.
org) is one of the most complete [25]. Although the CIM
model contains the concepts related to IP addressing, they
are distributed in several sub-models and some concepts
necessary for learning IP addressing are missing. Regard-
less of their complexity and completeness, a common char-
acteristic of existing CN ontology models is that they focus
on particular matters mentioned above.

Therefore, a new ontology model is designed for IPA-PBL
(Fig. 2). This model contains exactly the concepts that are nec-
essary for using the system. The relations among the concepts
reflect the way in which they are used for diagnostic pur-
poses. In other words, the IPA-PBL ontology model is also
strongly related to the pedagogy model. More precisely, the
concepts are used in the process of automatic problemgenera-
tion. They are considered to be the key terms of the learning
content and are visualized by using different colors and level
labels. Some concepts are used in just one task level, whereas
others are used in two or more levels (for clarity, the zones of
levels 4–6 are not shown). Next, we provide brief descriptions
of the concepts and their relations.

IPNetwork is the concept sitting on top of the model and
represents the main purpose of IP addressing. Nevertheless,
the basic ontology concept is the IPAddress. Both concepts,
as well as the NetworkProperty, belong to a very abstract
level. Through them, more specialized concepts are intro-
duced. ClassfullNetwork and ClasslessNetwork represent
the specializations of IPNetwork, while NetworkCapacity,
NetworkAddress and BroadcastAddress are the properties
(NetworkProperty) of interest.

3.4 Making Decisions

The ontology we present is designed to support the decision
making in the learner’s subsequent actions that depend on
his actual knowledge. To provide this, the pedagogical
model strongly depends on ontology concepts and their
relations. More precisely, the rules for drawing conclusions
about the learner compare his results with expected results,
which, on the other hand, come from objects that represent
concept instances. As a result, conclusions are produced in
the form of a status description or decision about the action,
depending on the rule type (working or finalizing rule). The
higher the level of the task (under consideration), the more
concepts (rules) are included in it.

Reasoning is not only focused on learner actions related to
resources stored in the system. IPA-PBL is about more than
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drawing conclusions about attempts to complete concrete
lesson tasks. Session Tracker provides more detailed infor-
mation about learning sessions. For instance, if the learner
uses other resources when completing the self-test the
weight of the result will be weakened and in some circum-
stances the learner has to attempt this self-test again. Collect-
ing LRDs makes this possible and the system as a whole
strongly supports a learner-centric approach. Therefore,
each concept is represented as a collection of parameters

Ck¼fn; d; fðpþ1 ; w1Þ; . . . ; ðpþn ; wnÞg; fðp�1 ; w1Þ; . . . ; ðp�m;wmÞg; Crg;
(1)

where n is the name of a concept, d represents its description,
followed by an arbitrary number of parameter value–weight
pairs with positive and negative effects (pþ and p-) and Cr

denotes a collection of related concepts – relation-type pairs.
Examples of positive parameters include self-test results, the
number of resources used in the learning process and the
number of messages exchanged with others. Negative
parameters include, for instance, the number of self-test
attempts, the self-test time and using other resources during
the self-test. CollectionCr is represented as

Cr¼fðc1; rg; . . . ; fcq; rggjr 2 fascn; geng; (2)

where c1 and cq are related concepts and r is a type of relation
(it can be an association or a generalization). Next is an exam-
ple that describes how these relationships are used for reason-
ing: the concepts BroadcastAddress andNetworkAddress are
in is_a (gen in Eq. (2)) relationship with NetworkProperty.
They are in a kind of (ascn in Eq. (2)) relationshipwith Special-
Address at the same time (see Fig. 3). This means that if the
learnermasters both the broadcast and network addresses the
system concludes that he/she hasmastered all network prop-
erties. On the other hand, if the learner masters the two most
important special addresses then he/she obtains the neces-
sary preconditions to learn other ones.

IPA-PBL calculates the learner status regarding master-
ing every single concept as a difference between parameter–
weight pair (see Eq. (1)) sums:

Stat ¼
Xn

i¼1

pþi wi �
Xm

j¼1

p�j wj: (3)

Every parameter p is simply represented by 1 or 0 (indi-
cating whether it is included in the calculation or not).
Parameters’ weights are predefined in order to express their
importance. Their values are in [0, 1]. For instance, the initial
weight of the self-test result is 1 and it decreases with the ris-
ing number of attempts (i.e., f ¼ e�njn � 0). The behaviour
of time parameters (negative ones) are expressed by 1� gðtÞ
where gðtÞ is the Gaussian function shifted right on the x-
axis (t is a time value). In this way, if self-testing or learning
is performed in ‘reasonable’ time there are no negative
effects on the learner’s status. On the other hand, an
extremely short or long time maximizes the weight and, as
a final consequence, makes the learner’s status worse.

After learner’s logging IPA-PBL is firing start rule for
each concept in the domain model forming a set of mastered
concepts:

ð9ckÞðStatðl; ckÞ � ThrskÞ ! ck [Mc; (4)

where Stat stands for the calculated status of learner l regard-
ing mastering the concept ck; Thrsk represents a threshold –
the minimum satisfied knowledge level of concept ck; while
Mc denotes a set of mastered concepts. The threshold is ini-
tially half the maximum theoretical score. After formingMc,
IPA-PBL evaluates the accessibility of related concepts form-
ing a new set of concepts that should be learned

ð8ck 2 McÞð8cq 2 CrÞðStatðl; cqÞ < ThrsqÞ ! cq [ Lc; (5)

where cq denotes the concept and Lc denotes a set of con-
cepts that should be learned. For each new learner request

Fig. 2. Step by step learning according to Bloom’s revised knowledge model.
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IPA-PBL checks newly generated LRD(s) in order to update
his/her status in the way described in Eqs. (1), (2), (3).

The expected results are defined according to the learn-
ing goals (see previous section). Binary – decimal conver-
sion is not included as a concept (level 0 tasks) because this
skill represents a precondition for using the IPA-PBL sys-
tem. Due to the concrete objectives of the tasks at levels 1–3
(basic phase, Fig. 1), their relations with appropriate con-
cepts in the ontology are presented. In this way, the simplest
tasks (level 1) are related to the concepts such as Network-
Class and ClassfullNetwork, while the level 2 tasks focus on
the network properties – they are related to NetworkAd-
dress and BroadcastAddress. As mentioned, based on rela-
tions between tasks and concepts, IPA-PBL is capable of
reasoning with regard to the learners’ solutions. For exam-
ple, the level 3 tasks are related to three concepts: Network-
Capacity, SubnetMask and ClasslessNetwork. The tasks
that belong to the ‘Intermediate’ and ‘Advanced’ phases are
more complex. While for level 1 tasks neither procedural
knowledge nor calculations are required (the learner just
needs to know the IP address classes), to perform the upper
level tasks the learner needs to have knowledge of some
specific NetworkProperties and IP addresses, as well as to
master decimal–binary conversion based on calculations
and manipulation with particular address bits.

3.5 Client Side LRD Generator

LRDs are generated on the client side by a LRD generator. It
is delivered as a Java Script with the content to theWeb client
and consists of the following methods: event listeners (hook
methods for learning events) and a transceiver, which first
generates XML formatted LRDs on event listeners’ demands
and second sends them to the IPA-PBL server application.
There are no limitations to the events that could be listened
to: Clicking on any control on the Web page (e.g., command
or radio buttons, check boxes, tabs, list options, links etc.),
typing in text boxes, losing or setting the focus on some

control, or on the whole page. The next example is of an LRD
message generated during a self-test (Fig. 4). Each message
has a clrd root element followed by an actions elementwhose
attributes define a context (self-test) and identification details
(lesson, question and attempt IDs).

The example shows the information about the learner’s
actions collected during a self-test: He/she tried to answer
the multiple choice question. The first and third action ele-
ments represent clicking on the chosen answers; the second
is a click on the link (the learner used other resources during
the self-test). The LRD generator composes messages imple-
menting Decorator design patterns (the actions unit is deco-
rated with a sequence of fragments – event details in the
form of action elements).

As a result, the IPA-PBL system records more details
about learning sessions providing more control over the
system – learner interaction. The second advantage is that
learner behaviour data are fully separated from e-content;

Fig. 4. LRD message.

Fig. 3. Ontology model and relations of its concepts to the ‘Basic’ phase tasks.
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in other words, e-content can be managed as a part of partic-
ular e-course deployed on LMS (Learning Management Sys-
tem) or more general – as a resource hosted on CMS
(Content Management System) while user data are stored in
a separate system (e.g., HR system). The improved flexibil-
ity of the system represents the third advantage—The sys-
tem behaviour is adaptive regarding the type of client side
platform (desktop/laptop/tablet/smart phone).

4 DETAILS OF EXPERIENCE COLLECTED DURING

IPA-PBL EXPLOITATION AND RELATED

IMPROVEMENTS

The IPA-PBL user interface is designed to support a
blended learning approach, as well as easy navigation
through various learning resources (Fig. 5). In this way, the
proposed pedagogical model (Section 3.2) is fully imple-
mented. Exercises, local content and external resources are
offered as menu tabs on the left-hand side. They are syn-
chronized – the content shown in the main (right-hand side)
panel is appropriate to the selected item (active concept) on
the left-hand side. For instance, during an exercise the
learner can gain easy access to corresponding internal or
external learning resources just by switching tabs.

IPA-PBL feedback information has been found to be very
useful to learners and it represents an additional learning
resource. It consists of three parts: commented on and marked
learner solution, correct (system) solution with arguments and
explanation, and links to recom-mended learning resources.

Based on the analysis of the data collected from the
learners’ sessions (more details in the next section), we
draw numerous conclusions about the learners’ behaviour
and implemented didactics. This information is used for
system improvement. The pedagogical model remains the
same, while numerous minor changes are made for this pur-
pose. We now describe the most interesting conclusions and
related improvements.

4.1 Level 0

We observed unexpected results in the level 0 tasks. In
comparison to all other task levels, the results of

BinaryDecimalConversion came out with the lowest score.
Although performing these tasks requires strictly procedural
knowledge, which is well described, their simplicity is offset
by time limitations. Another reason for poor performance is
that 100 percent completion was required (partially com-
pleted tasks were not accepted). In this way, many random
errors were made by learners who achieved very good and
excellent overall results at the end of the course.

Two improvements wereade for level 0 activities:

1. The number of tasks assigned to a particular learner
progressively increases in the event of wrong
answers with the purpose of providing additional
practice.

2. At the same time, the tasks are delivered one by one
(one per page) so as to provide better learner focus
and concentration (initially, all tasks were delivered
at once).

4.2 Level 1

These tasks cause minor obstructions to learners owing to
the possibility of learning the exact intervals of each class
(depends on the prefix bits of the left hand side byte). Nev-
ertheless, there were noteworthy mistakes about the D
(multicast) and E (for future or experimental purpose)
address classes, while more than 80 percent of learners gave
correct answers about the A–C address classes. Therefore,
in addition to repeating the task until acceptable correctness
is reached, the new improvements made for level 1 tasks
include task adaptation in every new attempt to include
more questions about the address classes that were deter-
mined to be problematic for a particular learner. This adap-
tation is made at the expense of classes with no problems
detected (e.g., instead of the questions about A and B, there
are questions about D and E address classes).

4.3 Levels 2 and 3

Regardless of the straightforward difference between tasks
at these two levels, the mistakes made by learners were sim-
ilar and based on misunderstanding of a common concept –
SubnetMask (Fig. 2). Although full octet mask answers
were error-free (/8, /16, or /24), the sub-net masks caused a
number of wrong answers due to sub-net bits being split
between the octets. To account for this, IPA-PBL is
improved to provide better help for the learner; in such a
case it delivers to him both the correct answer and a detailed
‘how it’s done’ explanation. Moreover, the tasks delivered
in the next attempt are adapted according to the mistakes
the learner made previously. Besides the correctness of the
solution, including the time spent, assessment motivates the
learner to achieve not only better results, but also to perform
in a shorter time.

4.4 Levels 4 and 5

Checking given IP addresses to see if they can be used for
host addressing (level 4 tasks) requires various skills and
knowledge from the learner. Tricky questions are also
included in these tasks: Recognition of class-full addresses,
network and broadcast addresses as well as knowing the
ranges of special addresses. Skilful manipulation with sub-
net masks is required as well.

Fig. 5. Elements of user interface.
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As mentioned in Section 3, the level 5 tasks are about
checking whether the computers belong to the same net-
work. The pairs of concrete IP addresses are given as well as
the addressmask related to them. Before answering, learners
need to perform calculations on every pair of host addresses.

At both levels (4 and 5) the tasks require a ‘Yes/No’
answer. This gave rise to certain problems in the results. In
many cases (�23 percent), they are worse than those of the
level 6 tasks. After a detailed analysis we concluded that 50
percent of learners overestimate their ability to answer cor-
rectly. The underlying reason is the use of approximate esti-
mations instead of detailed calculations in order to reduce
the time spent during self-tests. Such an approach produced
worse results than expected.

Certain improvement in IPA-PBL has been made: If the
correctness on answering the ‘Yes/No’ questions is less
than 90 percent (a high score is required for reasons of reli-
ability, to prevent guessing the answer) the question type is
changed: a ‘short answer’ at level 5 and ‘fill in the blanks’ at
level 4 are used instead of the ‘Yes/No’. In this way, the
learner has to perform calculations if he wants to achieve
the correct answer.

4.5 Level 6

The tasks at this level are the most complex. They include all
the knowledge delivered through the IPA-PBL and the
results should reflect the maturity of the learner in dealing
with IP addressing. The organizational structure of the com-
pany, number of computers in individual departments and
IP address range are given; the learner’s task is to define
sub-ranges for these items which include network address,
broadcast address and sub-network mask.

Learners made two types of mistakes. The minor one was
missing the exact boundaries of the IP addressing ranges,
usually for one or two addresses. For example, for a given
network mask x.x.x.0/25 the range is x.x.x.0 – x.x.x.127;
however, the learner specifies x.x.x.127 or x.x.x.128 as the IP
addresses that could be used for the computers. This is
wrong because 127 is reserved for broadcasting, while 128
is out of range. When such omissions occur, IPA-PBL redi-
rects the learner back to the previous level. The more seri-
ous errors happen when the learner defines sub-ranges of
IP addresses that are completely wrong. This is when IPA-
PBL redirects the learner two levels back (level 4) because
he is obviously confused about sub-netting by using both
network masks and special addresses. If he continues to

supply wrong answers at this level, IPA-PBL redirects him
again – this time to level 3 activities.

In both minor and major mistake types, the main cause is
incomplete understanding of the SubnetMask concept.
Therefore, this concept is represented in different ways in
activities at all levels except 0 and 1.

5 ANALYSIS OF RESULT

Generally, evaluating the effects achieved by PBL implemen-
tation in a specific course is difficult because it is used in com-
bination with other learning approaches. Hence, it is hard to
isolate the factors that influence student results and their atti-
tudes towards PBL (O’Grady, 2012). Therefore, the results of
assessments of different generations of students are used as
representative data for PBL evaluation (Mitchell andDelaney,
2004).

In order to evaluate the efficiency of our IPv4 PBL solu-
tion, we compared the results of three student generations:

� generation 2010/2011 that had not used the system
at all,

� generation 2011/2012 that had used the basic version
of the solution (with no additional ‘þ’ tasks) and

� generation 2012/2013 that used the final version of
the proposed solution.

The results of all three generations are structured in the
same way: the final exam is divided into three parts. Two
are based on the theory (test), while one is based on solving
IPv4 problems. Each part has a maximum score of 30 points.
The maximum total score is 100 points, with three portions
of 30 points, and 10 points awarded for student activity dur-
ing the semester. In this section, we compare the scores of
different generations. More precisely, we compare the
scores on the IPv4 part of the exam and also the final (total)
score. The unpaired t-test with a confidence interval of
95 percent was used for comparison.

The t-test results, presented in Table 1, show a statisti-
cally significant improvement in the IPv4 results of the stu-
dents using our system (generation 2011/12), compared to
the results of the students who had not used the system at
all (generation 2010/11). However, there is no statistically
significant improvement in the results of the students who
used an improved version of our system (generation 2012/
13) when compared to the results of the students who have
used the basic variant of our system (generation 2011/12),
although the results are slightly better. An important

TABLE 1
T-Tests Results

IPv4 scores Final scores

Generation 2010/11 2011/12 2011/12 2012/13 2010/11 2011/12 2011/12 2012/13

N 84 93 93 92 84 93 93 92
Mean 23.75 26.58 26.58 26.78 72.40 71.11 71.11 72.52
SD 7.11 4.83 4.83 3.58 14.57 10.41 10.41 8.37
SEM 0.78 0.50 0.50 0.37 1.59 1.08 1.08 0.87

SED 0.096 0.626 1.890 1.389
DF 175 183 175 183
t 3.1232 0.3228 0.6865 1.0180
P value 0.0021 0.7472 0.4933 0.3100
Significant very not not not
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change in all the results is the reduction in the standard
deviation of the score which we interpret as a more equable
distribution of knowledge and skills attributed to our
system.

It is also important to notice an anomaly in the final
scores of generations 2010/11 and 2011/12. Although stu-
dents who have used our system (generation 2011/12)
achieved a better score in the IPv4 part of the exam, the final
scores of this generation were lower than the scores of the
previous generation (average score in generation 2010/11
was 72.4 while the average score in generation 2011/12 was
71.11). Our understanding of this anomaly is that by using
our system to prepare for the IPv4 part of the exam, stu-
dents gained more confidence in their knowledge in this
area, so they put less effort into preparing for other topics
(that require more time-consuming preparation). However,
no change in the final results was statistically significant.

To better describe the effects of using IPA-PBL, we pro-
vide plot charts (Fig. 6) that show the correlation between
the learner results achieved in PBL correlated with an aver-
age grade obtained in previous courses. We observed the
weakest correlation for the 2010/11 school year (case a).
This was the last year in which the course was offered with-
out IPA-PBL and the results presented are similar (þ/-5
percent) to the preceding years in which the course had
been taught. Interpreting that, the results were unexpected

for the majority of learners. We observed a large deviation
in student population with average results between 6.5 and
8. This reflects the main motive for implementing IPA-PBL
in this particular course. In the first year of IPA-PBL use, the
results improved significantly (case b). Less variation in the
results, as well as their grouping in the desired area (upper
right part of the chart) was achieved. In the 2012/13 school
year (case c), better correlation between the PBL results and
the average grade was achieved thanks to improving the
tasks delivered to learners. In the previous year (case b),
there was a significant share of high scores (>25pts) that is
not complemented by medium range grades (from 6.51 –
‘good’ – to 8.1 – ‘very good’). In both of the last two school
years the presented plots converge to the upper right corner
which implies the desired trend.

The next three charts are about outputs – the correlation
between the final course grades and the portion of the
course taught by IPA-PBL (Fig. 4) in the last three school
years. These trends differ from the previous analysis. As
explained above, in year 2010/11 (case a) the PBL approach
without using IPA-PBL was employed and the correlation
was weak since there was no dependence between the PBL
results and the final scores of the learners. Despite the less
scattered and more positive results after the first year of
IPA-PBL use (case b), the relationship between those results
and the learners’ final scores is still quite weak. Similar to

Fig. 6. Overall average grade versus PBL results.

Fig. 7. Overall average grade versus PBL results.
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the exhibit in Fig. 3, in the first year of IPA-PBL use (case b)
the PBL results were much better than the final scores. The
learners achieved approximately 60 percent as a final score
and had PBL results that were uniformly distributed in
the 20–30 range, with 30 being the maximum. Influenced by
the improvement in level 5 and 6 tasks, the results in 2012/
13 (case c) are less scattered, while correlation between
them is better and the final scores are improved.

The next illustration (Fig. 8) shows the distribution of the
final score frequencies. The x axis represents the score scale,
while the y axis represents the number of learners. In 2010/
11 (case a) the distribution of the results was almost uniform
which was undesirable. This was largely due to the highest
frequency of 50–55 percent scores, but also due to the lowest
frequencies of 70–80 percent and 95–100 percent scores. In
2011/12 (case b), the distribution is significantly improved
because the majority of the learners scored in the 60–80 per-
cent range. In 2012/13, the distribution (case c) is obviously
different from the previous one due to the highest frequency
in the 70–75 percent range which is a change of almost 1/3 of
frequencies in the 60–70 percent and 75–80 percent ranges.

Based on the considerations described above, the most
important improvement is inclusion of the IPA-PBL system
in 2011/12 which produced better scores in the IPv4
addressing course. The distribution diagrams (Fig. 5) reveal
more conclusions. Undesirable uniform distribution in
2010/11 is significantly improved in 2011/12 owing to the
use of IPA-PBL instead of just PBL. Regardless of almost the
same average scores in the last two years (Table 1), the stan-
dard deviation of score distribution in 2012/13 is much bet-
ter than the year before. Namely, the standard deviation is
14.567 for 2010/11, 9.322 for 2011/12, and 8.271 for 2012/13.
The mode in the 70–75 percent range for the 2012/13 results,
as well as the high frequencies of results in its proximity
represent further evidence of the improvements achieved
by using IPA-PBL.

6 CONCLUSIONS

Desire to improve learners’ results in an existing CN course
and the possibility of combining theory with practical
problem solving during the learning process were the basic
motivational factors in the design and development of the
IPA-PBL system. The efficiency and effectiveness of PBL

implementations described in a body of research work, as
well as educational applications of PBL across a diverse set
of domains, also encouraged our research efforts.

PBL, as a foundation for intelligent learner tutoring,
should be supported by a sophisticated pedagogical model.
The model we developed essentially represents a progres-
sive sequence of activities complemented with loop-backs
that provide dynamic adaptation of system behaviour
according to the learner’s actual state. To improve the esti-
mation of preconditions, (theoretical) knowledge, and
(problem solving) skills of an individual learner, the activi-
ties are separated into three phases and the pedagogical
model is layered according to the tasks (problems) imple-
mented. The learner has to undertake the self-test at the end
of each phase and then the system behaviour is determined
by a set of rules that navigate the learner back or forward,
depending on the results. If the learner performance meets
expectations, he is presented with less navigation features;
otherwise a navigation-rich version is supplied.

Besides the pedagogical model, specific domain ontol-
ogy is necessary for the desired intelligent behaviour.
First, several already existing CN ontology models were
considered. Most of them are of a pure hierarchical nature
that supports only top-down concept decompositions; just
a handful offer implementations of other types of concept
relations. Unfortunately, such models are very complex
due to their consisting of a large number of concepts.
Moreover, concepts are further grouped into many sub-
models. If the concepts of interest belong to different
sub-models, their loading and processing can cause diffi-
culties and a decline in software performance. Therefore,
we designed a separate ontology model. It consists of three
general and nine concrete domain concepts while also pro-
viding overall diagnostic support. The efficiency of such a
simple and optimized model is based on relations between
concepts on the one hand, and learning content and prob-
lems for solving, on the other.

As mentioned above, both models considered are neces-
sary for the advanced behaviour of the system. They are
tightly coupled regardless of different approaches in their
design. The flexibility of the pedagogical model stems from
the rules used to derive conclusions about the learner. Rules
manipulate the objects represented by the learner results,
mistakes he makes and related concepts, such as inputs and

Fig. 8. Frequency distribution of results presented in Fig. 7.
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learning resources as rule outputs. The concept relations are
used to chain the rules. On the other hand, the separately
developed ontology model is flexible due to the capability
to add, change, and remove concepts and their relations.
The changes in ontology have to be followed by updates in
both rules and learning resources. Such details as well as
the very process of inference are not presented herein
because we believe they are beyond the scope of this paper.

The effects of using IPA-PBL are verified by comparing
the course results of three generations of learners. The data
of the unpaired t-test used for this purpose (Table 1) show
statistically significant improvements in the results achieved
by using the system. Further changes made in order to pro-
vide better interaction with the learner (Section 5) resulted
in a more modest success (Figs. 3 and 4, cases b and c). The
standard deviations of results and their frequency distribu-
tion (Fig. 5) indicate significant progress in both generations
using the system. The uniform distribution of the results
(Fig. 5, case a) registered in the first generation (without
using the system) is replaced with approximately normal
distribution in the last two generations (Fig. 5, cases b and c).
Regardless of almost the same average results in the last two
generations, the system improvements provided a more
favourable grouping in the latter one: the standard deviation
is reduced by more than 10 percent and the frequency distri-
bution of the results shifted towards higher scores. The pre-
sented results verify the conclusion that using IPA-PBL
enriched the learning process and provided better results in
the form of the course’s final output.

We do not expect the application of our system to pro-
vide the same level of progress in future generations. IPA-
PBL represents a well-designed solution with an extensible
conceptual and pedagogical model that acts as a whole.
Therefore, future improvements should focus on the devel-
opment of additional tools and modules. Some of them
would focus on linking with the environment: providing
collaborative learning support or enabling integration with
other learning applications, such as simulators, learning
management systems or mobile applications. However, the
main progress would be achieved by a tool designed for the
easy editing and testing of entities contained in these peda-
gogy and ontology models. In this way, the system could be
constantly improved by making changes to existing types of
problems as well as creating new ones.

APPENDIX

A more detailed description of scenario used in the system
is available in the Appendix which is accessible at a link:
www.problembasedlearning.org/_file/scenario.pdf.
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