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Abstract—The matrix decomposition is one of the most
powerful methods in recommendation systems. In the rec-
ommendation system, we can assume an incomplete matrix
consisted of observed evaluation values by users and items, then
we predict the vacant elements of the matrix using the observed
values. This method is applied to a variety of the fields, e.g.,
for movie recommendations, music recommendations, book
recommendations, etc. In this paper, we apply the matrix
decomposition to predict the seasonal infectious disease spread.
Applying the method to the case of infectious gastroenteritis
caused by Norovirus in Japan, we have found that the early
detection and prediction for the prevalence of the disease
spread can be expected accurately. The infectious disease
spread prediction using the matrix decomposition is new. To
demonstrate the advantageous point and effectiveness of the
matrix decomposition method, we applied the method to the
influenza spread prediction in Japan, where missing obser-
vations are admitted for computation unlike other prediction
methods.
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I. INTRODUCTION

In late November 2012 in Japan, an intriguing news

was announced; the infectious gastroenteritis caused by

Norovirus will be widely spread similarly to the case in

2006, as shown in Figure 1. As seen in the figure on the

top, Norovirus spread is seasonal, we can predict the trend by

eyes to some extent by overlapping the yearly trends (see on

the bottom in the figure). Looking at the 2012 trend, we can

find out the similar trend to that in 2006, and we may expect

a wide spread of the disease in 2012. It is now disclosed that

the reason of this?prevalence?prediction is that the virus has

been changed by mutation and the emerging phenomenon

will be observed soon. However, without the assistance of

numerical prediction methods, we cannot predict how large

the spread is.

For infectious disease spread prediction, the SEIR method

is well known as a classical mathematical model, where

S, E, I , and R denote susceptible, exposed, infected and

removed populations respectively [1], [6], [16]. This model

computes the number of people infected with a contagious

disease in a closed population over time, and can quickly

deal with simulations of infectious disease spread among

Figure 1. Infectious gastroenteritis spread caused by Norovirus in Japan
in 2012. (Data from NIID Japan provided by designated institutions across
the nation)

homogeneous populations using simple simultaneous ordi-

nary differential equations and a few parameters. Many

researchers successfully predicted the infectious disease

spread, e.g., [24]. Other models are 1) agent-based mod-

els [2], [7], [8], [14], [15], which mimic the real city and

human behavior in a computer, and simulates the disease

spread by human contacts, 2) internet-based models [4], [5],

[9], [12], which use the keywords related to infectious dis-

ease in early stages of emerging, 3) conventional statistical

truncated model [10], [11], and 4) other models [13]. These

models do not assume the seasonality.

As seen in Figure 1, gastroenteritis spread caused by

Norovirus can assume the seasonal effect, where we may use

past data for many years. In such a case, time series analysis

and other methods, e.g., neural network, have been used for

a variety of cases; rainfall forecasting is one example [21],
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[22]. However, the recommendation system has not been

used for the infectious disease spread prediction. In this

paper, we use the matrix decomposition method in seasonal

infectious disease spread prediction. This is new.

II. MATRIX DECOMPOSITION METHOD

The idea for the recommendation system by using the

matrix decomposition is simple [23]. We consider an incom-

plete matrix consisted of observed evaluation values by users

and items, then we predict the vacant elements of the matrix

using the observed values. That is, the unobserved value for

(i, j) element in the matrix is estimated (to x̂(i, j)) by using

the observed values of x(i, j); see Figure 2.

Figure 2. The idea for the recommendation system using the matrix
decomposition.

A variety of methods have been proposed to solve this

kind of problem. The use of the similarities such as the corre-

lation coefficient or cosine is the primary method to estimate

the vacant elements; k-nearest neighbor approach using the

similarity is the next step; a promising methodology is

the use of matrix decomposition (matrix factorization) [20].

Although the winner of the Netflix competition [17] used

the ensemble technique combining all the known methods

together [3], one of the most effective and major methods

is still the matrix decomposition.

The singular-value decomposition, abbreviated as SVD, is

one of the factorization algorithms for various applications

which include computing the pseudo-inverse, least squares

fitting of data, matrix approximation, and determining the

rank, range and null space of a matrix. Suppose P ∈ Rm×n,

U ∈ Rf×m, and M ∈ Rf×n are matrices. A simple idea that

a matrix factorization P = UT M produces the missing data

of score matrix V leads us to the use of the collaborative

filtering. Thus, the matrix decomposition, which is also

used for recommendation systems (see references [18], [19],

[25]), is used for the least square method here. That is, we

want to find the matrix U and M by minimizing the target

function E such that sum of the squares of the difference

between the observed score V (i, j) and the predicted score

P (Ui,Mj),

E =
1
2

m∑
i=1

n∑
j=1

I(i, j)(V (i, j) − P (Ui,Mj))2, (1)

where P (Ui,Mj) denotes the (i, j) element of UT M . This

idea of the matrix decomposition is derived by the usual

SVD formulation such that A = UΣV ∗ where U and V
are orthonormal and Σ provides the singular values in the

diagonal elements. If Σ is absorbed by either or both U and

V , we can accomplish the matrix decomposition of A.

Suppose V ∈ Rm×n is the score matrix of m users and n
items, and I ∈ 0, 1m×n is its indicator. The SVD algorithm

finds two matrices U and M as the feature matrix of users

and items. That is, each user or item has an f -dimension

feature vector and f is called the dimension of the SVD. A

prediction function p is used to predict the values in V . The

value of a score V (i, j) is estimated by p(Ui, Mj), where

Ui and Mj represent the feature vector of user i and item j,

respectively. Once U and M are found, the missing scores

in V can be predicted by the prediction function.

For stable and robust computing, the optimization of

U and M is actually performed by minimizing the sum

of squared errors between the existing scores and their

prediction values with penalty factors:

E =
1
2

m∑
i=1

n∑
j=1

I(i, j)(V (i, j) − p(Ui,Mj))2

+
ku

2

m∑
i=1

|| Ui ||2 +
km

2

n∑
j=1

|| Mj ||2, (2)

where ku and km are regularization coefficients to prevent

overfitting; || · || means the Frobenius norm (l2 norm). This

formulation is a kind of the ridge regressions. The most

common prediction function is the dot product of feature

vectors. That is, p(U,M) = UT M . The optimization of U
and M thus becomes a matrix factorization problem where

V ≈ UT M .

When using the prediction function of p(U,M) = UT M ,

the objective function and its negative gradients have the

following forms:

− ∂E

∂Ui
=

n∑
j=1

I(i, j)
(

(V (i, j) − p(Ui,Mj))
∂p(Ui,Mj)

∂Ui

)

−kuUi

− ∂E

∂Mj
=

m∑
i=1

I(i, j)
(

(V (i, j) − p(Ui,Mj))
∂p(Ui, Mj)

∂Mj

)
−kmMj

One can then perform the optimization of U and M by

the descent gradient method or stochastic descent gradient
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method by using the algorithm,

U (t+1) ← U (t) + μ
∂E

∂U

M (t+1) ← M (t) + μ
∂E

∂M
,

where μ is the learning rate.

III. INFECTIOUS DISEASE SPREAD PREDICTION USING

THE MATRIX DECOMPOSITION METHOD

The seasonal trend of the infectious disease spread to

each year can be described in a matrix; weekly for column

and year for row. For example in the case of the infectious

gastroenteritis caused by Norovirus in Japan, we can collect

data yearly from the first week of 2002 to the 46th week of

2012 as shown in Figure 3 which is the same as in Figure 1.

The number of weekly data in a year is 52. This incomplete

matrix is used to the matrix decomposition, and we can

predict the unobserved elements in the matrix.

Figure 3. The matrix data of the infectious gastroenteritis caused by
Norovirus in Japan.

In Figure 4, on the top, we show the predicted result for

week 6 to week 52 using the yearly data from 2002 to 2011

and from week 1 to week 5, and the similar predicted result

for week 46 to week 52 on the bottom of the figure. We can

see that a wide disease spread similar to the 2006 case can

be predicted. Here, we have used the parameters such that

μ = 5 × 10−6, and km = ku = 2 × 10−5, and f = 10.

We may think that the prediction range is restricted to

the range of past history. Thus, we assumed here a case of

artificial trend mimicked to year 2012 with the twice scale

of the number of patients. We show this result in Figure 5.

We can see that the prediction is not restricted to the past

history. The parameters used are the same as above.

IV. ACCURACY OF THE PREDICTION

To check if the proposed method provides a good accuracy

or not, we have compared the RMSE (root mean squared

error) obtained by the matrix decomposition method with

that by using the other methods; we have used the artificial

neural networks (ANN) method in time series analysis and

its extension with ensemble methods for comparison. The

Figure 4. The predicted result for 2012 using the yearly data from 2002
to 2011.

RMSE is defined by

RMSE =
√

1
|T |

∑
i,j

I(i, j)(x̂(i, j) − x(i, j))2,

(|T | =
∑
i,j

I(i, j), I(i, j) for test data). (3)

We will use the data of 2002-2010 as training, and

data of 2011 as test. However, in the case of the matrix

decomposition method, we have to include at least one

observation to 2011 row in the matrix. The cases of adding

1-5 weeks, 1-10 weeks, ... , 1-45 weeks data are considered

here. The RMSE computed in such a manner are shown

in Figure 6. In the figure, we have shown four cases such

that dimensions for SVD, f , are 2, 3, 4, 5. The larger the

number of dimension, the smaller the value of the RMSE.

The values of RMSE are located in [1.5, 2.5].
When we apply the method of ANN to predict the same

case as in the case that 1-5 weekly data in 2011 and 2002-

2010 are used as training and 6-52 weeks as test, the

RMSE becomes 2.3 which is larger than those by using

123

Authorized licensed use limited to: IEEE Xplore. Downloaded on May 18,2024 at 17:46:42 UTC from IEEE Xplore.  Restrictions apply. 



Figure 5. The predicted result for 2012 using the artificial trend mimicked
to year 2012 with the twice scale of the number of patients.

Figure 6. The RMSE for accuracy of prediction by the matrix
decomposition method. (1-5 means that we used 1-5 weekly data in 2011
as well as 2002-2010 as the observed data)

the matrix decomposition method for dimensions for SVD

f are 3, 4, 5; see Figure 6. Here, the specification for the

ANN detail [21] is, 1) arrange data such that x1 and x2

(as the inputs) are the previous one year and two years

data for the week correspond to y (as the response), 2)

build ANN model with 2-7-1 (input-hidden-output) nodes,

3) train ANN model with Lavenberg-Marquardt algorithm,

while tanh activation function is adopted for hidden nodes

whereas linear activation function is used for output nodes.

This shows the superiority of the proposed method over

the conventional methods using the ANN. The predicted

curve for 6-52 weeks as well as the observed curve in 2011

are shown in Figure 7.

Another comparison of the ANN with ensemble methods

to the proposed method results a similar tendency. Using the

method of the basic ensemble of ANN [22] with random

selection of the weights and optimal lag was obtained by

using the linear correlation analysis (LCA), the RMSE
value became 2.7 when 2002-2010 data were used for

training and 2011 data as test.

Figure 7. The predicted result for 2011 using the yearly data from 2002
to 2010. (Predicted by using the ANN)

V. DISCUSSION

Unlike the time series analysis with the ANN and its

relatives (i.e., ANN with ensemble methods), the matrix

decomposition method need not require all the observed

values in the matrix. Not only the elements for prediction

but also the elements with missing observation can be

admitted. Because of this, the matrix decomposition method

is applicable to a variety of fields.

Figure 8 shows the influenza case in Japan from 1996 to

2012. There are many unobserved elements in the matrix.

However, using the matrix decomposition method, we can

predict the future trend of the influenza spread. Figure 9

shows the prediction for weeks in 2012 using the 1996-2011

yearly data and 1-5, 1-10, ... , 1-45 weekly data in 2012.

Figure 8. Influenza observation in Japan from 1996 to 2012.

VI. CONCLUDING REMARKS

To predict the vacant elements of the incomplete matrix

using the observed values in the matrix, the matrix decompo-

sition is one of the most promising methods, which is often

used in the recommendation systems. This method is applied

to a variety of the fields, e.g., for movie recommendations,

music recommendations, book recommendations, etc. In this
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Figure 9. Influenza prediction in Japan 2012.

paper, we apply the matrix decomposition to predict the

seasonal infectious disease spread. Applying the method to

the case of infectious gastroenteritis caused by Norovirus in

Japan, we have found that the early detection and prediction

for the prevalence of the disease spread can be expected

accurately. Comparing the root mean squared error between

the predicted and observed data, we have found that the

proposed method shows the superiority over the conventional

methods using the method of artificial neural networks.The

infectious disease spread prediction using the matrix de-

composition is considered to be a new methodology. To

demonstrate the advantageous point and effectiveness of the

matrix decomposition method, we applied the method to the

influenza spread prediction in Japan, where missing obser-

vations are admitted for computation unlike other prediction

methods.
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