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ABSTRACT Weather forecasting is an important factor affecting production and life. With the development
of technology, weather forecasting methods such as weather map forecasting, numerical weather forecasting,
and quantitative forecasting methods have emerged. However, these traditional data analysis methods have
shortcomings such as incomplete analysis, insufficient objectivity, inability to quantitatively predict the
weather, and low prediction accuracy. The import of neural networks into the field of weather forecasting
helps to alleviate the above shortcomings and improve the accuracy of weather forecasting. In this paper, the
LSTM network and the CNN network are used to predict the sand-dust storm weather. In order to improve
the prediction performance, we use the Stacking integration algorithm to fuse the LSTM and CNN models.
To improve the experimental scientific and comprehensive, using fully connected network and support vector
machine as meta-classifiers, two LSTM-CNN integrated sand-dust storm prediction models are established.
At last, the above integrated model is used in the prediction of sand-dust storms in Inner Mongolia. The
experimental results show that compared with a single LSTM or CNN model, the Stacking ensemble model
has different degrees of improvement in model evaluation indicators such as accuracy, precision, recall, and
f1-score. The Stacking ensemble model uses the fully connected network model as the meta-classifier is
even better. These prove that the Stacking ensemble algorithm improves the sand-dust storm classification
effect and generalization ability of a single neural network to a certain extent.

INDEX TERMS Sand-dust storm, deep neural network, ensemble learning, convolutional neural network,
long short-term memory.

I. INTRODUCTION
Since modern times, the number of sand-dust storms in
northern of China has increased significantly, and the impact
on people’s production and life has become greater. Further
reveal the characteristics of sand-dust storms, and In-depth
study of the relationship between sand-dust storms, arid cli-
mates and the related ecological problems such as desertifi-
cation has scientific and practical significance [1].

The associate editor coordinating the review of this manuscript and

approving it for publication was Yiqi Liu .

Machine learning is one of the core technologies of arti-
ficial intelligence. In the previous sand-dust storm research,
machine learning has achieved remarkable results. In 2015,
Zhang et al. established a sand-dust storm prediction model
based on SMOTE algorithm and Decision Tree algorithm.
The research results show that the model can better solve
the problem of classification and prediction of unbalanced
samples, can be used for actual sand-dust storm warning [2].
In 2020, Gholami et al. used eight machine learning algo-
rithms, including Random Forest, Support Vector Machine,
BART, Radial Basis Function, XGBoost, RTA, BRT, and
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EM algorithms to predict the source of sand-dust storm in
Khuzestan Province in southwestern Iran. The data shows that
the EM algorithm has the highest prediction accuracy, and its
AUC index reaches 99.8% [3]. In the same year, Shi et al.
proposed a new method based on support vector machines to
automatically detect sandstorms using remote sensing data.
The experimental results show that the supervised classifica-
tion method based on SVM has good performance in SDS
detection [4]. In 2022, Wang Wei et al. proposed a new
method for mixed detection of sandstorms based on MODIS
data of GEE platform to help automatically label training
samples, aiming at the low efficiency of manually annotated
samples. This method can effectively reduce the false positive
rate, and the accuracy rate is more than 98% in the sandstorm
detection task [5].

Deep learning is a deep machine learning model. The
commonly used deep learning model is a multi-layer neural
network. Each layer of the neural network will input non-
linear mapping. Through the stacking of multi-layer non-
linear mapping, very abstract features can be calculated to
help classification [6]. Recurrent Neural Network (RNN) is
a type of deep learning model commonly used to process
sequence data, which is widely used in speech processing,
natural language processing, financial data prediction and
other fields [7], [8]. In 2018, Tokgöz et al. used RNN-based
variant networks, LSTM and GRU to conduct Turkey electric
load time forecasting experiments, and explored the applica-
tion research of RNN in the electric load field. The experi-
mental results show that compared with the existing power
load forecasting methods based on ARIMA and artificial
neural networks, the forecasting success rate of this method is
increased by 2.6% and 1.8%, respectively [9]. In 2019, Huang
et al. proposed a neural network prediction model based
on LSTM for the complexity and long-term dependence of
financial time series prediction. The model uses the stacked
denoising self-encoding mechanism to extract features from
the basic market data and technical indicators of financial
time series. The experimental results show that compared
with traditional neural networks, the prediction model based
on LSTMneural network has higher prediction accuracy [10].
In 2022, Feng et al. applied the deep convolutional neural
network model to the solar energy forecasting research of
long-term time series. Experimental results show that CNNS
also have consistently superior performance compared to
shallow machine learning models with weather forecasters,
with an average improvement rate of about 7% [11].

As mentioned above, deep learning has been well applied
in various fields, but there are also some shortcomings, such
as the generalization of results and the accuracy of predic-
tions. The main idea of Ensemble Learning is to use mul-
tiple models to solve the same problem, which can better
improve the generalization ability of themodel. It is one of the
key research directions in the field of machine learning and
deep learning [12], [13]. In 2018, Lu et al. built a stacking
learning framework based on five base classifiers of naive
Bayes, logistic regression, nearest neighbor, decision tree and

rule learning for the classification ensemble problem, and
comparedwith themethods such as AdaBoost, Bagging, Ran-
dom Forest, Voting and Cross-Validation. The Experimental
results show that the Stacking algorithm has the strongest
generalization ability and is more suitable for situations with
a large number of samples [14]. In 2020, Xiao et al. com-
bined deep learning and ensemble learning to propose an
automatic visual classification algorithm. The algorithm adds
the Swish activation function to the LSTM network and
applies the Bagging algorithm to improve the generalization
ability of the model [15]. In 2022, He et al. proposed a
combinedmodel for short-termwind power forecasting based
on numerical weather prediction analysis. In this model, CNN
and LSTM networks were used to predict wind power under
different weather conditions, and IOWA operator was used
to combine the prediction results of the two models. Exper-
imental results show that compared with Radial Basis Func-
tion (RBF), Extreme Learning Machine (ELM) and Support
Vector Machine (SVM) methods, the proposed method can
effectively improve the accuracy of wind power prediction
under different weather [16]. At present, with the in-depth
research of ensemble learning, its broad definition is grad-
ually accepted by scholars. It refers to the way of learning
multiple sets of learners without distinguishing the nature of
learners [17].

In summary, in view of the shortcomings of current sand-
storm prediction methods, such as incomplete analysis, insuf-
ficient objectivity, inability to quantitatively predict weather
conditions, and low prediction accuracy, this paper proposes
a sandstorm prediction method based on deep neural network
with superimposed ensemble learning. The main contribu-
tions of this paper are as follows: The data augmentation
technique is studied, and the upsampling (SMOTE algorithm)
method is used to perform data balancing on sandstorm data.
In the model training, the LSTM network and CNN network
are used to predict the sandstorm weather, so as to fully mine
the time series features and local attribute related features
of sandstorm data. Then, the stacked ensemble algorithm is
used to fuse the LSTM model and CNN model to improve
the prediction performance of the model.

II. SAND-DUST STORM PREDICTION MODELS BASED ON
DEEP NEURAL NETWORK
A. LSTM SAND-DUST STORM PREDICTION MODEL
Wefirst established a sand-dust storm predictionmodel based
on LSTM. In the model, a many-to-many expansion form is
adopted inside the LSTM unit, that is, after the time series
data flows to the hidden layer, each time step will output an
updated state; Overall, it is a many-to-one expansion form,
that is, After the time series data flow to the hidden layer,
the output is the state of the last time step. The stacking of
these two unfolding forms can better learn the timing charac-
teristics, and is suitable for sand-dust storm forecasting. The
specific structure of the LSTM sand-dust storm prediction
model is shown in Fig.1.
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FIGURE 1. LSTM model structure diagram.

FIGURE 2. CNN model structure diagram.

As shown in Fig.1, thismodel connects two fully connected
layers after the LSTM unit, and the final output layer of the
model uses the Softmax function.

B. CNN SAND-DUST STORM PREDICTION MODEL
The CNN-based sand-dust storm prediction model designed
in this paper is as follows. The model uses a two-layer con-
volutional CNN model, and the specific network structure is
shown in Fig. 2.

As shown in Fig. 2, the model connects the pooling layer
after each convolutional layer, and then passes through two
fully connected layers, and the final output layer uses the
Softmax function. In the convolution module and fully con-
nected unit of the model, after the pooling operation or the
fully connected operation, the Batch-Normalization layer is
added before the ReLU activation function to obtain a better
generalization effect.

III. STACKING ENSEMBLE LEARNING SAND-DUST
STORM PREDICTION MODEL
Ensemble Learning technology uses multiple versions of the
base learner to solve the same problem, which can signif-
icantly improve the generalization ability of the learning
system [18].

Stacking ensemble algorithm refers to training a meta-
learner to combine other base learners. The main idea is to
train multiple different models (base learners), and then use

FIGURE 3. Flow of Stacking ensemble policy.

the output of these models as input to train a new model
(meta learner) to get a final output. The specific process is
as follows.

1) Divide the original training set and the original test set
into k parts, each time using k-1 original training set as
the base learner training set, and 1 original training set
as the base learner verification set.Use them to train the
base learner model 1.

2) Train a total of k times, and use a copy of the original
test set to test the model at the end of each training.

3) The output results of the model validation set will be
used as part of the training set of the meta-learner
model, and after being averaged or voted the output
results of the test set will become part of the test set
of the meta-learner model.

4) For base learner model 2, base learner model 3. . . ,
repeat the above steps to obtain the training set and test
set of the entire meta-learner model.

5) According to the obtained training set and test set, train
and predict the meta-learner model.

The first three steps of the above specific process are shown
in Fig. 3. We use a 4-fold base classifier, that is, k is equal to
4.

In addition to the base classifier, the Stacking ensem-
ble algorithm also needs a meta-classifier to fuse the base
classifiers. A fully connected network model and a support
vector machine (SVM) model are used as meta-classifiers to
establish two Stacking ensemble models.

In this paper, the test set of the meta-classifier is obtained
by averaging, and if there is a decimal, it is rounded up.
That is, in the process of constructing the input attributes
of the meta-classifier test set, if the priority of two adjacent
sandstorm levels is the same, the level with the lighter sand-
storm severity is selected, which is more in line with the level
distribution of the original sample.

A. STACKING ENSEMBLE MODEL BASED ON FULLY
CONNECTED NETWORK META-CLASSIFIER
Fully Connected Network (FCN) is a simple feedforward
neural network in which neurons are arranged in layers. Each
neuron is only connected to the neuron of the previous layer,
receives the output of the previous layer, and outputs it to
the next layer. There is a unidirectional connection structure
between all nodes of two adjacent layers. It defines the map-
ping Output = f (I ; θ) from the input to the output. During
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FIGURE 4. Nonlinear mapping.

the network training process, the value of the parameter vec-
tor θ will be adjusted to make f approach a certain desired
function f∗ [19]. In theory, as long as the hidden layer of FCN
has a sufficient number of neurons, it can fit functions of any
complexity [20], [21], [22].

The meta-classifier fully connected network model adopts
a three-layer fully connected layer stack structure, and the
output layer uses the Softmax function to obtain multi-class
prediction results.

The Stacking ensemblemodel based on the fully connected
network meta-classifier uses the LSTM sand-dust storm pre-
diction model and the CNN sand-dust storm prediction model
as the two base classifiers of the stacking ensemble strat-
egy, and the fully connected network model is used as the
meta-classifier to establish the Stacking ensemble model.

B. STACKING ENSEMBLE MODEL BASED ON SVM
META-CLASSIFIER
Support Vector Machine (SVM) is a classification algo-
rithm, which belongs to the category of supervised learning.
Because it introduces the concept of the maximum target
hyperplane, it has good classification performance [23]. SVM
is essentially a two-classification algorithm, but it can be
extended to a multi-classification algorithm by modifying
the objective function or combining multiple two-classifiers,
which is suitable for the prediction target of this topic.

For non-linear problems such as sandstorm level predic-
tion, linear separable support vector machines cannot be
effectively solved, and a non-linear model can be used for
better classification. Therefore, this paper adopts non-linear
support vector machine as the meta-classifier of Stacking
ensemble strategy.

As shown in Fig.4, non-linear mapping refers to mapping
the training samples from the original space to a higher-
dimensional space so that the samples are linearly separable
in this space. If the original space has finite dimensions, the
attributes are limited. Then there must be a high-dimensional
feature space to make the sample separable.

Let φ (x) denote the feature vector after mapping x, W T

and b denote the corresponding weights and bias values,
respectively, so in the feature space, the model corresponding
to the divided hyperplane can be expressed as Eq. 1.

yi
(
W Tφ (x)+ b

)
≥ 1 (1)

where (xi, yi) is the training sample. Then the target formula
becomes Eq. 2, where m is the number of training samples, ξi
is the slack variable introduced by the sample points, which
takes a value greater than zero.

max
2
‖W‖

+ C
∑m

i=1
ξi

s.t. yi
(
W Tφ (x)+ b

)
≥ 1 (2)

The above describes that SVM can map the input space to
the high-dimensional feature space through a certain nonlin-
ear transformation φ (x). Since the dimensionality of the fea-
ture space may be very high, there is a problem of difficulty
in calculation.

If the solution of the support vector machine only uses
the inner product operation, and there is a certain function
K
(
x, x ′

)
in the low-dimensional input space, it is equal to

the inner product in the high-dimensional space, that is,
K
(
x, x ′

)
=
〈
ϕ (x) , ϕ′ (x)

〉
.Then the support vector machine

does not need to calculate the complex nonlinear transforma-
tion, and the inner product of the nonlinear transformation is
directly obtained from this function K

(
x, x ′

)
, which greatly

simplifies the calculation. Such a function K
(
x, x ′

)
is called

a kernel function.
The Stacking ensemble model based on SVM meta-

classifier uses LSTM sand-dust storm prediction model and
CNN as the two base classifiers of the stacking ensemble
strategy, and uses the SVM model as the meta-classifier to
establish the Stacking ensemble mode.

As shown in Figure 5, the sandstorm dataset is first input
into the model. During the training of the neural network,
the model will expand the read sample data in a grid, that
is, the time is arranged from top to bottom, and the mete-
orological attributes are arranged from left to right. In the
experiment of this paper, we set the time series length to
15 and select 15 key meteorological attributes, so the mete-
orological data after gridding is 15 × 15 matrix data. Sec-
ondly, the LSTM model and the CNN model are used for
training. Here, we make full use of the time series memory
capability of the LTSM model to focus on extracting the
sequence features of the sandstorm data; we use the local
feature extraction capability of the CNN model to focus
on extracting key attribute features of the sandstorm data.
Finally, the Stacking algorithm is used to further integrate the
training results of the LSTM model and the CNN model to
improve the sandstorm prediction performance of the entire
model.

IV. EXPERIMENTAL DESIGN
A. EXPERIMENTAL DATA
In this paper, the sand–dust storm data of Inner Mon-
golia in the past 54 years is used to verify the validity
of the proposed model. We uses two data sets, namely
‘‘China’s Severe Dust Storm Sequence and Its Supporting
Data Set’’ and ‘‘China’s Surface Climate Data Daily Value
Data Set’’.
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FIGURE 5. Flow chart of the experiment.

FIGURE 6. Flow chart of data preprocessing.

1) DATA PREPROCESSING
The preprocessing process is shown in Fig.6.

2) LABEL ATTRIBUTES AND INPUT ATTRIBUTES
According to the national standards, the grades of sand and
dust storms of the label attributes in this article are divided
into: super strong sand storm, strong sand storm, sand storm,
blowing sand, floating dust, and no sand storm. Due to the
fact that there are too few occurrences of extremely strong
sand-dust storms, there are only 76 sample data in Inner
Mongolia since 54 years, so it is combined with strong sand
and dust storms to form a grade, so this paper finally uses five
sand-dust storm grade labels, namely 0, 1, 2, 3, 4, the intensity
decreases with this.

The input attribute of this paper is the weather factor
after preprocessing, and the time span is 15 days, that is,
the weather factor of the previous 15 days predicts the sand

TABLE 1. Key properties of the model input sequence.

TABLE 2. The number of samples after dividing train set and test set.

and dust storm level on the 16th day. Among them, the key
attributes of the model input sequence are shown in Table 1.

3) DATA PARTITION
The original sand-dust storm data set in Inner Mongolia
obtained by preprocessing was used as the original sample,
and the samples that did not emit sand -dust storms were
down-sampled, and the samples were sampled to 100,000
according to the time interval. A total of 110853 pieces of
sample data were obtained. The ratio of training set to test set
is about 8: 2, and the data distribution is shown in Table 2.

4) DATA BALANCE
There is a serious imbalance in the number of sand -
dust storm samples between each level, which may lead to
over-fitting of the prediction model. In order to alleviate
the occurrence of such problems, The SMOTE (Synthetic
Minority Over Sampling Technique ) is used to balance the
training data, and the test data remains unchanged. Then,
the sand-dust storm samples with grades 0, 1, 2, and 3 in
the training set are respectively enhanced to 100,000. The
basic formula of the SMOTE algorithm is Eq. 3, where x
represents a minority sample, and xn represents a random
neighbor of x.

xnew = x + rand (0, 1)× (xn − x) (3)

B. BASE CLASSIFIER MODEL ESTABLISHMENT
1) LSTM SAND-DUST STORM PREDICTION MODEL
PARAMETERS
The choice of parameters has an important impact on the
prediction performance of the neural network. The main
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TABLE 3. Main parameters of LSTM model structure.

TABLE 4. Main parameters of CNN model structure.

structural parameters of this LSTM sand-dust storm predic-
tion model are shown in Table 3. The specifications of LSTM
unit 1 and unit 2 are 192, the specification of fully connected
layer 1 is 64, the specification of fully connected layer 2 is
32, and the final output layer specifications are equal to the
number of sandstorm types is the same, 5.

2) CNN SAND-DUST STORM PREDICTION MODEL
PARAMETERS
The main structural parameters of this CNN sandstorm pre-
diction model are shown in Table 4. The convolution step size
is unified to 1, the convolution filling method is ‘SAME’,
the pooling step size is unified to 2, and the pooling filling
method is unified to ‘VALID’. The number of convolution
kernels in convolution layer 1 is 64, the size of convolu-
tion kernel is 5 × 5, the number of convolution kernels in
convolution layer 2 is 128, the size of convolution kernel
is 3 × 3, and the pooling method is unified as maximum

TABLE 5. Main parameters of fully connected network model structure.

TABLE 6. Main parameters of fully connected network model.

pooling.The specification of fully connected layer 1 is 64,
the specification of fully connected layer 2 is 32, and the
final output layer specification is the same as the number of
sandstorm categories, which is 5.

C. META-CLASSIFIER (FULLY CONNECTED NETWORK)
PREDICTION RESULTS
1) MODEL PARAMETERS
The main structural parameters of this fully connected neural
network model are shown in Table 5. The specification of
fully connected layer 1 is 64, the specification of fully con-
nected layer 2 is 128, and the specification of fully connected
layer 1 is 64. The final output layer specification is the same
as the number of sandstorm categories,5.

2) MODEL TRAINING
The training parameters of the meta-classifier (fully con-
nected network) are shown in Table 6, and the Loss curve
during model training is shown in Fig. 7.

3) MODEL PREDICTION RESULTS AND ANALYSIS
Stacking ensemble model (fully connected network) sand-
dust storm prediction and evaluation indicators are shown in
Table 7.

It can be seen from Table 7 that in the prediction results of
the test set, the recall rates of grades 0, 3, and 4 are higher,
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FIGURE 7. Loss curve of fully connected network model.

TABLE 7. Forecast evaluation indicators of Stacking ensemble model(FC).

TABLE 8. Main parameters of SVM model.

reaching 0.98, 0.75, and 0.85 respectively, and the recall rates
of other lower grades are relatively low; Due to the large
difference in the number of samples in the original test set,
the accuracy of the sandstorm level samples is low, but their
weights are averaged to 0.93. Combined with the f1-score
indicator, it can be concluded that the overall prediction per-
formance of the Stacking ensemble model (fully connected
network) on the original test set is significantly improved
compared to the single neural network model.

D. META-CLASSIFIER (SVM) PREDICTION RESULTS
1) MODEL PARAMETERS
Themain parameters of the SVMmodel are shown in Table 8.

Where cache_size is set to 200, its function is to limit the
amount of calculation and prevent the decrease in calculation
performance due to excessive data volume; class_weight is

TABLE 9. SVM model support vector number.

TABLE 10. Forecast evaluation indicators of Stacking ensemble
model(SVM).

the classification weight strategy, set to ’balanced’, it means
that the weights are automatically assigned according to the
proportion of the sample size in each class; C is the slack vari-
able penalty coefficient, set to 1; decision_function_shape is
a multi-class fusion strategy, set to’ovr’, that is, one category
is divided from other categories; kernel is the kernel function
type, set to’rbf’, that is, Gaussian radial basis core; tol is the
residual convergence condition, set to 0.001, that is, tolerate
an error in 1000 classifications, and stop training when the
error term reaches the specified value.

2) MODEL TRAINING
The number of support vectors of each type of sample
obtained by the meta-classifier (SVM) training is shown in
Table 9.

3) MODEL PREDICTION RESULTS AND ANALYSIS
Stacking ensemble model (SVM) sand and dust storm predic-
tion and evaluation indicators are shown in Table 10.

It can be seen from Table 10 that in the prediction results of
the sand and dust storm test set, the recall rates of grades 0 and
4 are higher, reaching about 0.98 and 0.85, respectively, and
the recall rates of other lower grades are relatively low; Due
to the large difference in the number of samples in the original
test set, the accuracy of the sandstorm grade samples is low,
but their weights averaged around 0.92. Combining the f1-
score indicator, it can be concluded that the overall prediction
performance of the Stacking ensemble Model (SVM) on
the test set has been improved compared to a single neural
network model.

E. COMPARISON OF PREDICTION PERFORMANCE OF
VARIOUS MODELS
As mentioned above, this paper establishes the Stacking
ensemble model with the fully connected network model
and the SVM model as meta-classifiers, and uses the test
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TABLE 11. Comparison of forecast performance on original test set of
various models.

FIGURE 8. Comparison diagram of Forecast performance of various
models.

set to evaluate its performance. Table 11 shows the com-
parison of sand-dust storm prediction performance of each
model. Among them, Stacking-FC represents the Stacking
integration model with the fully connected network model as
the meta-learner, and Stacking-SVM represents the Stacking
integration model with the SVM model as the meta-learner,
the same below. Visualize Table 11, as shown in Fig. 8.

It can be seen from Table 11 and Fig.8 that for the orig-
inal test set, the various prediction performance indicators
of the two types of Stacking ensemble models are higher
than the single RNN and CNN models, and the accuracy
of Stacking-FC in predicting the occurrence of sandstorms
is significantly higher. In Stacking-SVM, the accuracy of
predicting no sandstorms is the same as Stacking-SVM, and
other indicators are slightly higher than Stacking-SVM.

Among them, compared to the LSTM model, the over-
all accuracy of the Stacking-FC model has increased by
about 1.4%, the accuracy of sandstorms has increased by
about 3.8%, and the accuracy of no sandstorms has increased
by about 1.1%. Its weight accuracy, recall rate, F1-Score
increased by 1.8%, 1.4%, and 1.7% respectively.

V. CONCLUSION
This paper takes the sand-dust storm data in Inner Mongolia
as the research object, uses the SMOTE algorithm to enhance
the sand and dust storm data training set, uses the LSTM

model and the training set to establish the sand and dust
storm weather prediction model, and uses the test set to
evaluate its performance. The experimental results show that
LSTM The overall accuracy rate of the sandstorm prediction
model reached about 0.8295, and the weighted average accu-
racy, recall rate and F1-Score reached 0.9118, 0.8296, and
0.8592 respectively. In order to improve the prediction per-
formance of the above-mentioned LSTM model, this paper
adopts the Stacking integration strategy to improve the perfor-
mance of the model. The LSTM model and the CNN model
based on time series data are used as the base classifiers,
and the fully connected network model and the SVM model
are respectively used as the meta-classifiers. Two ensem-
ble models, and a comparative analysis of the experimental
results of each model. Experiments show that the prediction
performance of the two ensemble models has been improved
to a certain extent compared to the single RNN and CNN,
and the Stacking ensemble model with the fully connected
network model as the meta-classifier has a slightly better
prediction performance than the SVM model The Stacking
ensemble model of the meta classifier has an overall accu-
racy rate of about 0.8434, and the weight average accuracy,
recall rate and F1-Score have reached 0.9300, 0.8435, 0.8768,
respectively.

Although the use of data augmentation methods and
ensemble learning methods can improve the sandstorm pre-
diction performance of the model to a certain extent, the
prediction accuracy of the model still needs to be further
improved due to limitations such as the limited number of
publicly available datasets. In the future research on sand
and dust storm prediction, we will optimize the model from
the following aspects: in terms of data, collect more data
sets, such as introducing satellite cloud image data, to obtain
richer sand and dust storm data information and improve the
effect of the model; in terms of methods, Use the deep neural
network structure to mine more valuable data information.
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