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ABSTRACT The consensus optimal control problem for a class of linear multi-agent systems with directed
communication networks is studied in this paper using adaptive dynamic programming. To overcome the
restrictions of the agent’s low processing capability and to extend the actuator’s lifetime, consider the event-
triggered. In the beginning, a dynamic event-triggered is provided, with several existing static event-triggered
serving as special examples. When using the dynamic event-triggered, a longer interval can be shown
between any two consecutive event-triggered. Designing a dynamic event-triggered control law becomes
more challenging when implemented in directed networks. In addition, on the basis of dynamic event-
triggered, a novel adaptive dynamic programming is used to construct a suitable dynamic event-triggered
control law, which employs just the interaction information between agents and does not need model
dynamics, overcoming the difficulty of solving the algebraic Riccati equation. Finally, the effectiveness of
the proposed method is verified by simulation results, and no agent exhibits Zeno behavior.

INDEX TERMS Multi-agent systems, event-triggered, adaptive dynamic programming, reinforcement

learning.

I. INTRODUCTION

Multi-agent systems have found significant use in physics,
social sciences, biology, and engineering in recent years [1],
[2], [3]. It can be used to address issues that are too challeng-
ing for a single agent to tackle. This has consequently led
to an increased interest in distributed control of multi-agent
systems. The consensus problem serves as the theoretical and
practical foundation for agents cooperation in the multi-agent
distributed control issue [4], [5]. However, many studies make
the assumption that each agent designs the proper feedback
control laws using the continuous signals of its neighbors.
In actuality, such an assumption means that a perfect commu-
nication network would require limitless bandwidth, which

The associate editor coordinating the review of this manuscript and

approving it for publication was Qiang Li

is not the case [6], [7]. By allowing each agent to utilize a
sampled signal rather of a continuous signal from its neigh-
bors, sampled signals give an option to control design [8].
Typically, the agent’s signal is sampled at a fixed interval of
time. In cases where the time period of a continuously sam-
pled signal are small, a high number of unnecessary sampled
signals are sent between agents through the communication
channel. If some devices are powered by batteries, a lot of
network bandwidth and energy is squandered [9], [10].
Because it lowers the sample frequency, event-triggered
sampling, an acyclic sampling technique [11], performs better
than periodic sampling. The use of event-triggered sampling
versus periodic sampling for an isolated system was com-
pared in detail by [12]. Based on [13], several theoretical
conclusions were drawn about input-to-state stability under
event-triggered sampling. Recently, some event-triggered
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techniques were included into consensus algorithms for
multi-agent systems with varying dynamics to reduce com-
munication burden among agents. For example, multi-agent
systems with first-order dynamics [15], [16], second-
order dynamics [17], [18] and high-order linear dynamics
[19], [20], with communication periods connected to specific
event-triggered methods, were investigated [14]. More pre-
cisely, in [19], it was believed that all agents’ communica-
tion networks were undirected, but in [20], [21], and [22],
they were considered to be directed. Zeno behavior refers
to an infinite accumulation of executions at one moment,
which is an aberrant phenomena that typically manifests in
a system. The triggering condition is modified so that all
triggering instants must occur more than zero time inter-
vals apart to rule out Zeno behavior. Consensus has been
reached with an error in the inserted constant, which is not
desirable. It was suggested in [22] that a triggering condition
dependent on state exist, but the closed-loop system’s lack
of exhibiting Zeno behavior has just been shown. Using
dynamic triggering, Girard [23] updated the results of [13]
by incorporating them into linear stability analysis. Proto-
cols for event-triggered consensus for complex dynamical
networks with discrete time delay [25] and linear multia-
gent systems [24] introduced the concept of dynamic trig-
gering. [26] introduces a dynamic event-triggered that is a
special case of some existing static event-triggered. Using the
innovative dynamic triggering, a protocol for event-triggered
control is developed. Consensus can be obtained with an
exponential convergence rate using this control system. How-
ever, there is a difficult challenge that dynamic triggering
methods must solve: how to create a dynamic event-driven
control law. The creation of adequate event-triggered con-
trol laws in prior work is dependent on solutions to sev-
eral matrix inequalities, the existence of which is not easily
ensured.

Current study, on the other hand, necessitates a full grasp
of the dynamics of the agents, which is problematic in many
actual settings. Previous research on the design of adaptive
controllers for uncertain linear systems has gone into great
detail. The typical method for developing adaptive optimal
control laws is to first compute the algebraic Riccati equa-
tion using the system parameters. This problem necessitates
exact dynamics, which is problematic since most systems
in practice are too intricate, resulting in erroneous dynam-
ics. As a result, finding a proven solution to this problem
is essential.

ADP is regarded as one of the fundamental ways for
achieving optimal control laws for a variety of optimal
control issues because it has strong self-learning and self-
adaptive capabilities and has evolved into an essential
optimal control method that is similar to the brain [27].
ADP was known by several different names, including
““adaptive critic designs” [28] ‘“‘approximate dynamic pro-
gramming” [29] and “‘neural dynamic programming” [30].
It includes both value and policy iteration. The value iterative
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ADP approach was shown to be convergence [31]. For opti-
mal control of the continuous-time system, policy iteration
is offered [32]. Continuous-time complex-valued systems
have been successfully addressed via policy iteration [33].
Furthermore, convergence and stability proof were developed
for discrete-time policy iteration [34]. In summary, adaptive
dynamic programming has a complete theoretical foundation
and is well suited to solve multi-agent systems’ consen-
sus optimal control problems. Therefore, ADP approaches
have been applied on multi-agent systems to deal with the
optimal distributed control problems [38], [39], [40]. Ref-
erence [38] investigates the robust optimal consensus for
nonlinear multi-agent systems through the local adaptive
dynamic programming (ADP) approach and the event- trig-
gered control method. Reference [39] is concerned with the
design of distributed optimal coordination control for non-
linear multi-agent systems based on event-triggered adaptive
dynamic programming method. In [40], non-quadratic cost
functions are introduced to handle input constraints and a
novel distributed optimal consensus protocol is derived based
on event-triggered adaptive dynamic programming method.

In previous work, some works have applied dynamic
event-triggered to the problem of multi-agent systems’ con-
sensus, such as [41], in contrast to it, where the update of
the dynamic variable relies on the dynamic variable at the
last sampling moment, our dynamic variable is updated by
the difference between the combined measurement variable
and the measurement error. But under a dynamic triggering
mechanism, there is a challenging issue to be addressed: how
to design a dynamic event-triggered control law. To overcome
this challenge, we propose an online ADP in this study to
build a dynamic event-triggered control law for solving the
optimal consensus issue of multi-agent systems, and success-
fully solved the ARE, avoiding the issue that matrix inequali-
ties may not be easily guaranteed. But unlike [38], [39], [40],
[41], and [42], we have the advantage of using system data
instead of precise dynamics to solve consensus problems in
multi-agent systems. The ADP developed in this chapter only
requires an arbitrary stabilizing control policy for the entire
learning phase and can effectively use the same amount of
online measurements for multiple iteration steps, at the cost
of a higher computational burden at a single iteration time
point. So this work is of great significance.

As for the remainder of the paper, it should be organized
as follows: In Section 2, there is some algebraic graph theory
knowledge presented and problem formulation is derived.
Section 3 shows a dynamic event-triggered, and demonstrates
that it does not exhibit Zeno behavior. A large interevent
time can be achieved by using the dynamic event-triggered.
Unnecessarily requiring no prior knowledge of the dynam-
ics of the system, Section 4 proposes an online ADP tech-
nique for designing a dynamic event-triggered control law.
Section 5 provides an example to show our approach’s effec-
tiveness. The final section of the paper provides a brief
conclusion.
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Il. PROBLEM FORMULATION

A. PRELIMINARIES

In this paper, graph theory is used as a powerful mathe-
matical tool to analyze multi-agent systems. Whether the
information flow is unidirectional or bidirectional, a weighted
graph may explain the structure of a communication network.
Assuming that M is a symmetrical real matrix of suitable
size, we define Apin(M) = min; A;(M) and Apax(M) =
max; A;(M), where A;(M) is an arbitrary eigenvalue of M.

Define col (x1, ..., x,) = [x], ... ,x{,]T, where x; € R"(i =
I,...,N).IfA e R"" and B € RP*4,then AQ B € R"P*",
where ® is the Kronecker product. All agents’ interaction
topology is directed, as shown by G = (V, £). There are N
agents in total. Then, and the edge set £ € V x V is made
up of all the channels that connect two agents. Particularly,
when a link starts at agent-j and ends at agent-i, as shown
by (i,j) € . It is here that agent-j can be referred to as an
agent-i’s in-neighbor, and the entire set of in-neighbors can
be considered in-neighbor set of agent-i, which is denoted by
Ni={eV|GijHe&l. Mi={jeV|(,i € &} denotes
the agent-i’s out-neighbor set. Define A(G) = (ay) NxN-
In the case where j is agent i’s an in-neighbor, a;; = 1, and in
the absence of this, a; = 0, A(G) refers to the adjacency
matrix. We let L = (li/)NxN’ where [; = Zjvzl’#i ai
and /;j = —ay, it i # j. The Laplacian matrix of G is
denoted by L. It implies that a;; = a;,Vi,j = 1,...,N,
for an undirected graph, while this is not always the case
for a directed graph. In the directed graph, there are certain
ordered edges (i1, i2), ..., (ix—1, ix) that make up a directed
path from i to i;, and in this situation, it is said that agent-iy
may reach agent-i;. It is possible for any agent in a directed
graph G to contact any other agent in the graph, the graph G
is said to be strongly linked.

B. PROBLEM FORMULATION
It is shown that a class of multi-agent systems has the follow-
ing dynamic of agent-i:

X; = Ax; + Bu;, i=1,...,N. (D

The n-dimensional state is represented by x;, while the
m-dimensional control input is represented by u;, there
are two system matrices with the appropriate dimensions,
A and B. Consider a directed graph G in which all agents
communicate with each other. It is possible to achieve con-
sensus between agents in system (1) by using the protocol,
ie., lim,— o || Xi(t) — x;(1)| = 0.

Assumption 1: (A, B) is stabilizable.

Assumption 2: The directed graph G is strongly
connected.

Lemma 1 [35]:According to Assumption 2, the vector
& = [51,52,...,§N]T whose elements are all positive.
Furthermore, let E = diag (&1, &2,...,&N). Then[: =
[(EL ~A|—LT E) /2] is a symmetric matrix and Zj.vzlLij =
Z;V:ILﬁ =0foralli=1,2,...,N
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Lemma 2 [36]: Based on Assumption 2, given a directed
network with a Laplacian matrix L:

. T Lx
a(L)y= min =
xTE=0,x£0 X' X

>

0, @

where L = [(BL+L"TE)/2].& = [&1,&,...,&v]", and
E = diag (&1, &,...,&y), with& > 0,i = 1,...,N, &7
L=0,and YN &=1.

It should be noted that for a strongly linked graph, a(L) is
referred to as the general algebraic connectivity. The general
algebraic connection of strongly connected graphs is known
as a(L). In an undirected graph, then a(L) = Ao(L).

Ill. A DISTRIBUTED DYNAMIC EVENT-TRIGGERED
CONTROL APPROACH

In the spirit of [16], we first define the following combined
measurement variable:

N
qi(t) =Y aj (xi(t) — xi(1)) . 3)
J=1
Following that, we provide a state feedback control mech-
anism for agent-i as described in [19] as

ui(t) = Kq; (t,'() , te [t,’c t,i+1> ) 4)

Agent-i only requires g; (t) at certain irregular periods,
called as triggering times, t(i), ti, ..., (or event times). Agent-i
must use communication with its neighbors to calculate
qi (t;() at each trigger time instant. It is possible to determine
the next triggering time instant #;_ |, if the current triggering
time f; is represented as follows:

iy =inf {1 > o eI = 8 g — mini(0) = 0}
i) = =i + 0 (8 a1 = les®1?) , ni(0) > 0,
&)
where an internal dynamic state is defined by n; (¢), while a
measurement error must be defined by e; (t), 8; > 0, 6; >

|PBBTP|, 7; > 0, and &; = (§,0:/6;) with 0 < o; < 1.
where

eitt) = i (1) = ai(0. (©)

Besides the controlled system’s condition, the trigger-
ing function is likewise affected by the internal dynamic
state n; (). This type of triggering system is known as a
dynamic event-triggered, and it was initially presented in [23]
for a single controlled plant. Without the internal dynamic
state, dynamic event-triggered is also known as static
event-triggered.

The resulting closed-loop system, which is connected to
the controller (4), is given by

X; = Ax; + BK (e;(t) + qi(1)), i=1,....,N. ()
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where ¢(t) = col(q1(?), ..., gn(t)), and one has g(t) = —
(L ® I,) x(t), according to (7), it follows that:

q(t) = (N ® A — L ® BK) q(t)-(L ® BK)e(t). ®)

K in the above equation has proven difficult. According
to the literature [26], K may be computed by solving the
following equation to get P.

PA+ATP—o'PBBTP+1,=0, 9)

where o’ = 2pa(L) — u?&y ||L||> > 0, with 11 being a param-
eter that has to be calculated, a(L) provided in Lemma 2, and
&y = max; (&1, ..., &v). This equation can be thought of as
the special ARE with fixed parameters.

Theorem I: According to Assumptions 1 and 2, let K =
uBTP, where 0 < pu < (2a(L)/ [EmIIL]?]) and P > Ois
the solution to (9). Under the control protocol (4), the multi-
agent system’s agents reach consensus with t,i 41> determined
by (3). As aresult, any agent will not be able to perform Zeno
behavior.

Proof: We take into account the subsequent candidate for
the Lyapunov function:

N
W@ =V + Y ni). (10)
i=1
where V() = qT(t)(E ® P)q(t) > 0, it is important to
show that Zeno behavior does not occur in any agent in
order to demonstrate that the triggering mechanism (5) could
be utilized. If just agent-i exists, a Zeno behavior arises at
some point in time 7y. Afterwards, there is limy_, o t,i = To.
Considering the limit property, it is concluded that for any any
go > 0, there exists N (gg) such that t]i e (Tp — €0, To + €o0)
for Yk > N (gg), which implies that t[’\,(EO)Jrl - t}v(go) < 2¢y.
Note that "I lgi0II* = llg)I> < (V(©)/ [Emrmin(P)])
and V(r) < W(t) < W(0). Then

W) .
lg:iOI < gDl < | ——— = Wo. (11)
MAmin(P)
Given that ||e,~(t) |'| is continuously piecewise differentiable
in the interval [z, 7;_, , ). the Dini derivative of [l;()|| can be
determined as follows:

T
Dol = Ll ey
leil
N
= | =2 @i () — (o))
j=1
= Il = Aqi(t)
N ) )
+uBB'PY " aj (q,. (f;i) — 4 (’iz)) I
j=1 !
< Al g0l

(i) +

o(%)])

N
+u HBBTPH Zaij (‘
j=1
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IA

Wo (141 + o | BBP| 1+ 1N
= W, (12)

where k]f = arg maxyeN {t,’( | t,’( < t}, and DT ||e;(¢)| deriva-

tives on the right of ||e;(#)|| when r = t,i.

Due to the fact that an event is only triggered when ||e;(?)||
is reset to 0 and the triggering condition in (10) is met, one has
leill = @ g +mm)'/? > Jmmiaty k=1,2,....
Define f (t_) = limy_, ,- f(s). Then

e (1) ] 2 s (1) = Vami@e 54 a13)

It follows from (12) and (13) that:

. . 1 _ Bitbim .
TN+l — NGy = W_’/ﬂi"i(o)e T e +1- (14
0
Let ¢g > 0 be a equation solution:

1 Bitbimi Bitbimi
W—,/n,-n,-(O)e* 710 = 2gpe” 2 00, (15)

0
Then
. . 1 7}‘3,‘4»9,’71,’
tll\/(80)+l - tll\/(so) = W_()V ;ini(0)e 7 (Toteo)
= 2¢9. (16)

which contracts the fact that tIiV(so) i1 tIi\’(Eo) < 2¢gg. There-
fore, it follows that agent-i doesn’t display Zeno behavior
since the aforementioned presumption is false. The proof is
finished.

IV. ADAPTIVE DYNAMIC PROGRAMMING

It is a difficult task to design a dynamic event-triggered con-
trol laws. Because ARE is difficult to solve, especially in high
dimensions, earlier work relied on the solution of multiple
matrix inequalities, but the presence of these inequalities
may not be easily ensured. In adaptive dynamic program-
ming, policy iteration converges faster than value iteration.
In this section, a policy iterative approach is provided to
approximate the algebraic Riccati problem’s solution, and an
ADP is created to solve the ARE equation (9). The policy
iterative approach is paired with an online ADP algorithm.
The developed method can approximate the control gain for
each follower without relying on system matrix knowledge
or the precise inertia, by utilizing all the finite data available,
imposing an initial control policy on the agent at a limited
time interval, collecting online measurements, and iterating
by reusing the same online data.

A. ONLINE OFF-POLICY ALGORITHM

The continuous-time linear system (1), where A and B are
constant matrices of appropriate size. Due to the existence of
a constant matrix K has sufficient dimensions, so A — BK is
Hurwitz, (7) is considered as stable.

u=—Kx, (17
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which reduces the performance index shown below to the
minimum:

J (xo; u) = /oo (xTQx + uTRu> dt. (18)
0

where Q = Q7 > 0, R = RT > 0 with (A, Q'/?) observable.
By using (17) to (1), we can easily write (18) as follows:

J (x0; u) = x{ Pxo, (19)

where:

oo
P= / ABRY (T Qx + KTRK ) e4~B8ar. (20)
0

When the derivative of X7 PX is taken along the solution
of (1), there is only one positive definite solution P in the
Lyapunov equation:

(A—BK)'P+PA—BK)+Q0+KT'RK =0. (21)

When A and B are known exactly, the solution to an optimal
control problem can be solved using classical optimal control
theory by solving the following Riccati equation:

ATP+PA+0Q—PBR'BTP=0. (22)

As a result, solving (22) can be difficult, particularly for
high-dimensional matrices. Nevertheless, a number of effec-
tive methods have numerically approximated the solution
to (34). One such technique is Kleinman’s algorithm, which
is detailed more below.

Theorem 2 [37]: Let Ky € R™*" be any stabilizing feed-
back gain matrix (i.e., A — BKy is Hurwitz), and repeat the
following steps fork =0, 1, ...

(1) Solve for the real symmetric positive definite solution
Py of the Lyapunov equation

Al Pi + PA; + Q + K[ RK = 0, (23)

where:A; = A — BK;.
(2) The feedback gain matrix should be updated by:

Kiy1 = R7'BTPy. (24)

Then, the following properties hold:

(1) A — BK} is Hurwitz;

(2) P* < Pry1 < Py;

3) klim Py = P*

Proo}”:)oéonsider the Lyapunov equation (23) with k = 0.
Since A — BKj is Hurwitz, by (20) we know Py is finite and
positive definite. In addition, by (20) and (23) we have

o0
Py— P = / AT (Ko — K1) R (Ko — K1) éM7dt > 0
0
Similarly, by (20) and (22) we obtain
o0
Py — P =/ A (K — k) R(K) — K*) MPdT > 0
0

Therefore, we have P* < P; < Py. Since P* is positive def-
inite and Py is finite, P; must be finite and positive definite.
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This implies that A — BK; is Hurwitz. Repeating the above
analysis for k = 1,2, ... proves Properties (1) and (2) in
Theorem 2. Finally, since {Py} is a monotonically decreasing
sequence and lower bounded by P*, limy_, oo P = P exists.
By (23) and (24), P = P satisfies (22), which has a unique
solution. Therefore, P, = P*. The proof is thus complete.

Remark 1: When A and B are known, the Lyapunov equa-
tion (23) may be used to solve P and update K repeatedly.
So, it is numerically approximated to find a solution for
equation (22).

Theorem 2 will then be used to propose an offline policy
iteration approach to address the optimal control problem.

According to (24) and (23), the method is offline and
requires precise understanding of the dynamic. However, it is
frequently difficult to construct a model of system dynamics
or to get exact information about the dynamics of systems.
In the spirit of Jiang et al. [43], an online ADP approach
is proposed to handle this issue without the necessity for
previous knowledge of system dynamics.

B. ADAPTIVE DYNAMIC PROGRAMMING BASED ON
POLICY ITERATION
Based on the policy iteration algorithm presented above,
we will describe an online ADP method that does not need
A and B.

Along with the solutions of (1) by (24) and (23), one can
obtain:

x(t + ADTPex(t + A1) — x()T Pex(t)
t+At
= —/ xTQkxdr
t

t+At
+2 / (uo + Kex)T RKj41xdt (25)
t

where O = 0 + KkTRKk.

Remark 2: It is worth mentioning in Equation (25), that the
system matrices can be replaced with the states and inputs
measured online. As a consequence, Equation (25) may be
used to calculate P and K4 without knowing the precise
of A and B.

As aresult, we use the Kronecker product to get (Py, Ki+1)
with unknown system matrices under a known stabilizing
feedback gain matrix Kj:

O = <xT ® xT) vee (O1) . (26)
(u+ Kix)T RKjq1x = [(xT ® xT) (In ® K,ZR)

+ (xT ® ug) (I ® R)] K41,

(27)
denote ¢y, € RIX”Z, Oy € R!*" and Oy € RIXmn,
Sxx = [x ®x|;}+6t, X ®x|g+6’,
X ®x|2+&]T , (28)
110289
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t+8t 45t
Oxx = [/ xQxdrt, / xQxdrt,
141 n
145t T
e / X®thi| , (29)
1
t+5t tr+68t
Oxu = [/ x ® updr, / X ® updr,
n 15)
1+681 T
. / x® uodrj| , (30)
1

2
where 0 < f; <t < .-- < t; then ®; € Rlx(” +mn) and

S R.

& = [t ~200 (L ® KIR) =200 1 @ R)|. B1)
Wi = —@xe vee (Ok) - (32)

This is the form of Equation (25) when written as a linear
equation:

o, [Vec (Pr) } — . (33)

vec (Ki+1)

Lemma 3 [43]: Tt is possible to have a sufficiently large
integer / > O such that:

nn+1)
2

Lemma 4 [44]: Whenever ko is an initial stabilizing feed-
back control gain, and Lemma 3 holds, the sequences and
obtained by solving (33) will respectively converge to optimal
{Pr}i2 and {k;};2,. Obtained by solving (33) will respec-
tively converge to optimal P* and K*.

As a consequence, we can employ an online ADP to solve
the optimal control problem without system dynamics.

Off-policy ADP algorithm

Step 1: Find Ky such that A — BKj is Hurwitz. Let k = 0;

Step 2: Utilize up = —Ko + e as the control input, e is the
exploration noise. Compute, vy, @xr and @y, to satisfy the
rank condition in Lemma 3;

Step 3: Solve for Py and Ky from (33);

Step 4: Let k = k + 1 and repeat Step (3), until
|Pr — Px—1| < €, where the constant ¢ > 0 is a predefined
small threshold;

Step 5: use u = —Kjx as the approximate optimal control
policy.

The above algorithm may be used to get the solution of (9)
for P so that the control law K can be found.

rank ([Qoxm pru]) = + mn.

V. SIMULITION

The problem of spacecraft formation flying is taken into
account in this section to verify the theoretical approaches.
The multi-agent system in this example consists of six agents,
each of which represents a spacecraft that is in low Earth
orbit. Several conversions can be done to translate the space-
craft formation flying problem into the consensus problem of
a linear multi-agent system. The general linear dynamics of
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FIGURE 1. Graph G in the example.

(1) apply to each agent in this case.

N E 10
=) o=[n]

00 O 0 2wy 0
Al={030) 0 |, Ay=|-2w 00
0 0 —f 0 00

The state is expressible as x; = col ()_ci, Vis Zin Vi, vly , vf),

where (X;, y;, z;) denotes the distance in X — Y — Z directions
from the desired position; (v}, v}, v¥) is the velocity in the
three directions; wy = 0.001 is the angular rate of the satel-
lite. Assume that the directed communication graph shown
in Figure 1 is used by the agents to communicate with one
another.

The validity of Assumptions 1 and 2 can be verified, as a
result, Theorem 1’s requirements are met. It is possible to
construct a triggered mechanism for the multi-agent system
concerned based on Theorem 1. It is discovered via Lemma 2
that

£ = [0.1250 0.1667 0.2083 0.0833 0.1667 0.25]

which satisfies £/ = 0 and Z?]:léi = 1, and other
parameters are

2a(L)
n = 0.0869 < = 0.2480
EmILI?

It is simple to solve for P in equation (9) utilizing the
ADP provided in the previous chapter. Figure 2 demonstrates
that Pr have reached their optimal values. As shown in the
equation at the bottom of the next page.

Define the x-axis position error as e; = X; — X,
Vi # j. Fig.3 and Fig.4 depict the evolution curves of agents’
location error e;; and velocity v; using the event-triggered
consensus procedure. It is demonstrated that all agents
finally reach consensus on their positions and velocities
on the x-axis. Furthermore, six agents’ the triggering time

a(L) = 0.6902,
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FIGURE 3. Evolution of agents’ position error via the event-triggered
control protocol.

instants are recorded, it is also clear to see in Fig. 5 how
long the interval between events is for each agent. Further-
more, Figure 6 shows the trajectory of agent 1’s combined
measurement error and associated triggering threshold in
triggering condition (5). The simulations, for comparison,
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FIGURE 4. Evolution of agents’ velocity error via the event-triggered
control protocol.
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FIGURE 5. Triggering time instants for the agents.

are also built with the static event-triggering technique.
Table 1 shows the triggering frequency using the static
and dynamic triggering mechanisms, respectively. It can be
seen that the dynamic triggered greatly lowers the triggering
numbers.

[ 2.8576  0.0000 —0.0000 3.5829  0.0090 — 0.0000
0.0000 2.8576 —0.0000 —0.0090 3.5829  —0.0000
»_ | —0.0000 00000 28576  0.0000 —0.0000 3.5829
= | 35829 —0.009 —0.0000 102383 —0.0000 — 0.0000
0.0090  3.5829 —0.0000 —0.0000 10.2384 —0.0000
| —0.0000 0.0000 3.5829  0.0000 —0.0000 10.2383
K = uB'P
T0.3114 —0.0008 0 08897 0 0
= | 00008 03114 0 0 08897 0
0 0 03114 0 0  0.8897
5=[1.11418071421]x1073
6; = ‘PBBTPH — 117.6614, B; = 0.004, 7; = 0.003.
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TABLE 1. Units for magnetic properties.

agent 1 2 3 4 5 6
dynamic 81 98 86 80 71 61
static 453 372 356 540 373 346

VI. CONCLUSION

This paper describes how to design control laws for
dynamic event-triggered mechanisms. Designing a dynamic
event-triggered control law under a dynamic triggering mech-
anism is a difficult problem to solve. The multi-agent systems
under consideration have directed communication graph and
generic linear dynamics. This issue requires precise dynam-
ics, which is difficult since most systems in practice are too
complicated, and the resulting dynamics may be inaccurate.
We designed model-free adaptive dynamic programming,
which perfectly solves this problem, to address these two
issues. The findings demonstrate that the event-triggered con-
trol protocol with this laws allows exponential consensus
among all agents and that none of the agents exhibit Zeno
behavior. But the dynamic event triggering mechanism in this
article relies on the ARE equation with fixed parameters.
Future research will focus on the design of flexible ARE
equations for dynamic event triggering mechanisms to design
control laws.
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