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ABSTRACT When the density peak clustering algorithm deals with complex datasets and the problem
of multiple density peaks in the same cluster, the subjectively selected cluster centers are not accurate
enough, and the allocation of non-cluster centers is prone to joint and several errors. To solve the above
problems, we propose a new density peak clustering algorithm based on cluster fusion strategy. First, the
algorithm screens out the candidate cluster centers by setting two new thresholds to avoid the influence
of noise points and outliers. Second, the remaining data points are allocated according to the density
peak clustering algorithm to obtain the initial clusters. Third, considering the structural characteristics and
spatial distribution of datasets, the new definitions of boundary points, inter-cluster intersection density
and inter-cluster boundary density are provided. To correctly classify the clustering problems with multiple
density peaks in the same cluster, a new cluster fusion strategy is proposed, which not only corrects the joint
and several errors in the allocation of data points, but also correctly selects the cluster centers. Finally, to test
the effectiveness of the proposed clustering algorithm, which is compared with DPC-KNN, DPC, K-means
and DBSCAN on nine synthetic datasets and six real datasets. The experimental results demonstrate that the
clustering performance of the proposed algorithm outperforms that of other algorithms.

15 INDEX TERMS Clustering, density peaks, candidate cluster center, cluster fusion strategy.

I. INTRODUCTION16

Data mining is the mainstream technology of information17

industry and artificial intelligence neighborhood. Cluster18

analysis is one of the core technologies in data mining [1]19

field. Its purpose is to reveal the laws between data and mine20

the potential and valuable information between data. It pro-21

vides auxiliary means for decision-making and preparation22

for technology. With the in-depth study of clustering algo-23

rithms, scholars have adopted different processing methods24

for data and successively proposed many excellent clustering25

algorithms.26

(1) Partition-based clustering, which is divided into hard27

clustering and soft clustering. Among them, hard clustering28

is represented by K-means [2], which is mainly embodied29

The associate editor coordinating the review of this manuscript and

approving it for publication was Sotirios Goudos .

in initializing the cluster center, establishing the objective 30

function of the distance between each data point and the 31

cluster center, and accurately classifying each data point into 32

the cluster where the nearest cluster center is located. How- 33

ever, soft clustering is also known as fuzzy clustering, which 34

introduces the idea of fuzzy mathematics into clustering anal- 35

ysis, represented by fuzzy C-means clustering (FCM) [3], [4], 36

the data is classified by membership degree through opti- 37

mizing the objective function. The FCM algorithm is more 38

and more deeply studied by scholars, and the improved FCM 39

algorithm is widely used in the field of image segmentation. 40

Lei et al. [5] proposed a fast FCM clustering algorithm based 41

on superpixels, the histogram was obtained by calculating the 42

number of pixels in the superpixel image, then the FCM algo- 43

rithm was implemented by combining the superpixel image 44

and the histogram. The application of superpixel images is 45

better adapted to irregular local spatial regions and helps 46
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to improve color image segmentation. Tang et al. [6] first47

calculated the weighted sum distance of the image block to48

obtain the similarity measure and then obtained the new fuzzy49

coefficient, and finally proposed the patch-based fuzzy local50

similarity C-means (PFLSCM) algorithm according to the51

idea of the image block and the fuzzy coefficient. The algo-52

rithm better demonstrated the performance of image segmen-53

tation and revealed the practicability of FCM algorithm. FCM54

algorithm is increasingly becoming the research direction of55

clustering algorithms in the future.56

(2) Hierarchical clustering [7], [8], using bottom-up57

agglomerative hierarchical clustering or top-down split hier-58

archical clustering to divide the dataset into layers, and59

the clustering is stopped until the stopping conditions are60

met, and finally, a cluster diagram with a tree structure is61

constructed.62

(3) Density-based clustering is represented by DBSCAN63

[9]. In the algorithm, two parameters are set to describe the64

degree of closeness between datasets, starting from the core65

object, forming a cluster of data points whose density is66

reachable, and stopping the algorithm until all objects have67

been accessed.68

(4) Grid-based clustering is represented by Statistical69

Information Grid (STING) [10], which describes the division70

of the data space into multiple rectangular data units with71

different resolutions. By judging whether the statistical infor-72

mation of each layer of grid cells satisfies the constraints, the73

layer-by-layer judgment is carried out, and finally, the data74

points in the same grid are grouped into a cluster.75

(5) Model-based clustering [11] is represented by the76

Gaussian Mixture Model (GMM) [12], it is a probabilistic77

clustering algorithm that usedmultiple Gaussian distributions78

to characterize data, combined with the maximum likelihood79

method to calculate the parameters of the Gaussian distribu-80

tion, and then estimate the probability that the data points81

belong to each cluster, and finally select the cluster with the82

highest probability as the final clustering result.83

In recent years, density-based clustering algorithms have84

attracted more and more attention from scholars. In 2014,85

Rodriguez et al. [13] proposed the density peak clustering86

algorithm (Clustering by Fast Search and Find of Density87

Peaks, DPC) in Science. It is a new type of density-based88

clustering algorithm, which overcomes the problem that the89

two parameters in the DBSCAN algorithm are difficult to90

determine and avoids the poor clustering effect due to the91

large difference in the density of data points in the clus-92

tering. The DPC algorithm theory is simple and easy to93

understand, does not need to specify the number of clusters,94

has a unique experimental parameter, and can identify non-95

convex clusters. With the in-depth study of the DPC algo-96

rithm by scholars, the DPC algorithm and its variants have97

been widely used in the fields of fault diagnosis [14], face98

recognition [15], community personalized recommendation99

[16], medicine [17], etc. and play an increasingly impor-100

tant supporting role. However, the DPC algorithm still has101

some shortcomings, such as it is subjective to artificially102

select cluster centers through decision graphs, sensitive to the 103

selection of parameters, easy occurrence of knock-on effects 104

in the process of distributing the remaining data, and the 105

poor clustering effect on the datasets with large distribution 106

differences. 107

The main motivation of our research work is to avoid the 108

inaccuracy of artificial subjective selection of cluster cen- 109

ters, reduce the allocation error of non-cluster centers, and 110

improve the clustering performance when processing datasets 111

with complex shapes and clusters with multiple density 112

peaks. Therefore, we propose a new density peak clustering 113

algorithm (CFDPC) based on Clustering Fusion Strategy. The 114

main innovations and contributions are summarized below. 115

(1) By setting two new thresholds to filter out candidate 116

clustering centers, initial cluster synthesis is performed based 117

on density peak clustering, to avoid the influence of artificial 118

selection of clustering centers. 119

(2) New definitions of boundary point, inter-cluster inter- 120

section density and inter-cluster boundary density are pro- 121

posed, which are suitable for datasets with complex shapes, 122

and lay the foundation for the proposed new clustering fusion 123

strategy, which improves the joint and several errors in the 124

process of data point allocation, and corrects the initial clus- 125

tering results. 126

(3) The proposed cluster fusion strategy correctly selects 127

the cluster centers, especially in the case of a cluster with 128

multiple density peaks. However, some improved algorithms 129

for DPC ignore this consideration. 130

(4) The clustering performance of the CFDPC algorithm is 131

tested on artificial and real datasets and compared with other 132

four advanced clustering algorithms, the experiments show 133

that the CFDPC algorithm has higher clustering accuracy and 134

robustness. 135

The structure of the rest of this paper is as follows: 136

Section II reviews the related improvement research on DPC 137

algorithms. Section III introduces the principle of the DPC 138

algorithm. Section IV describes the work of the CFDPC 139

algorithm in detail. Section V verifies the effectiveness of 140

the algorithm, and gives the comparison of the clustering 141

evaluation results of the CFDPC algorithm and the other 142

four algorithms under the datasets of different shapes and 143

structures. Section VI gives the conclusion of this paper. 144

II. RELATED WORKS 145

Scholars have improved the DPC algorithm from different 146

research angles for different shortcomings. 147

The first aspect is the improvement of local density 148

and cut-off distance. Du et al. [18] proposed a new way 149

(DPC-KNN) to calculate local density, and used k-nearest 150

neighbors instead of dc to make the parameters easier to tune. 151

Liu et al. [19] redefined the local density and relative distance 152

based on the shared neighbor similarity, and considered the 153

neighbor information of the data points in the density and 154

distance calculation, overcoming the unicity of the DPC algo- 155

rithm for data correlation calculation. Liu et al. [20] proposed 156

a mixed density peak clustering algorithm (DDNFC) by 157
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obtaining two results of data points density calculation using158

local spatial position deviation and reverse k-nearest neighbor159

technique. Chen et al. [21] proposed aDomain Adaptive Den-160

sity Clustering Algorithm (DADC) and proposed a domain161

density calculation method using k-nearest neighbor method162

and a self-identification strategy of cluster centers for three163

specific distribution datasets. Finally, the integration method164

merges fragmented clusters. Jiang et al. [22] proposed an165

adaptive density peak clustering based on k-nearest neighbors166

and the Gini coefficient. Since the calculation of the local167

density is related to the choice of the cut-off distance dc and168

has an important influence on the clustering results, the Gini169

coefficient is used to find the optimal cut-off distance dc,170

which realizes the consideration of the overall situation of171

the datasets. The above scholars applied various deformation172

techniques of k-nearest neighbors to the DPC algorithm,173

which solved the sensitivity of the DPC algorithm to the174

parameter dc and considered the neighborhood information of175

the data points. However, it is not easy to obtain the k-nearest176

neighbor parameters, and the above algorithms still have high177

complexity.178

The second aspect is to reduce the amount of com-179

putation. Xu et al. [23] proposed a fast sparse search180

density peak clustering algorithm (FSDPC), which used181

random third-party data points to find nearest neighbors182

for sparse search, thereby improving the efficiency of the183

DPC algorithm. Xu et al. [24] proposed two density screen-184

ing strategies, grid division (GDPC) and circle division185

(CDPC), which improved the efficiency of the DPC algo-186

rithm. Shan et al. [25] proposed a density peak clustering187

algorithm (SKTDPC) based on sparse search and k-d tree.188

The algorithm is based on the k-d tree theory to find the189

k nearest neighbors of data points and calculate the sparse190

distance matrix, realizing the double acceleration of local191

density and relative distance calculation, reducing the com-192

plexity of the algorithm and improving the efficiency of193

the DPC algorithm. Although these optimized algorithms194

improve the efficiency of clustering and reduce the complex-195

ity of the algorithm, they come at the expense of the stability196

of the algorithm. It can be clearly seen that some clustering197

results have large differences.198

The third aspect is to determine the clustering centers.199

Flores et al. [26] automatically determined cluster centers200

by the spacing between data points in a one-dimensional201

decision graph. Lv et al. [27] calculated the difference change202

between the decision values, and automatically obtained203

the cluster centers according to the position of the inflec-204

tion point. Shan et al. [25] used the second-order differ-205

ence method to adaptively determine the cluster centers. The206

above improved algorithms of DPC avoid the inaccuracy and207

subjectivity of the artificial selection of clustering centers.208

However, some algorithms for large-scale datasets are more209

time-consuming.210

The fourth aspect is the improvement of data points211

allocation. Xie et al. [28] proposed a clustering algo-212

rithm (FKNN-DPC) that uses breadth-first search and fuzzy213

weighted k-nearest neighbor search to assign non-cluster cen- 214

ters, avoiding misassignment of data points. Lotfi et al. [29] 215

proposed a method density-based KNN graph labeling back- 216

bone (DPC-DBFN), which prevented the chain reaction 217

caused by misassignment of data points. Yu et al. [30] pro- 218

posed density peak clustering based onweighted local density 219

sequence and nearest neighbor assignment (DPCSA). The 220

error propagation of cluster labels is overcome by introducing 221

weighted local density sequence and two-stage assignment 222

strategy. Yang et al. [31] proposed a generalized density peak 223

clustering algorithm (GDPC) based on the new order simi- 224

larity, which used the Euclidean distance between samples to 225

calculate the order similarity, and adopted two-step assign- 226

ment to weaken the propagation of data errors. Yu et al. [32] 227

proposed a three-way density peak clustering method 228

(3W-DPET) based on evidence theory. Using evidence theory 229

to construct and collect the information of k-nearest neigh- 230

bors in order to assign ungrouped objects to the most suit- 231

able clusters, and can effectively solve the problem of clus- 232

ter labels error propagation. Although the above algorithms 233

overcome the error probability of data points assignment to 234

a certain extent, it is not effective for datasets with close 235

distribution and cross overlap. 236

The fifth aspect is the merging method of clustering. 237

Fang et al. [33] proposed a density peak clustering (CFDPC) 238

based on adaptive kernel fusion. The algorithm automat- 239

ically found initial clusters based on density peaks, used 240

an adaptive search method to find core points, and finally 241

obtained the final clusters according to the core fusion strat- 242

egy of intra-class similarity. Sun et al. [34] proposed density 243

peak clustering (DPC-MC) based on k-nearest neighbors 244

and self-recommendation, which selected initial cluster cen- 245

ters through a self-recommendation strategy, and aggregated 246

the clusters by the degree of association between clusters. 247

Liu et al. [35] proposed an adaptive density peak cluster- 248

ing and aggregation strategy based on k-nearest neighbors 249

(ADPC-KNN), which merged clusters according to the den- 250

sity reachability strategy. Yuan et al. [36] used k-nearest 251

neighbors to divide data points and used a cluster merging 252

strategy to automatically aggregate over-segmented clusters. 253

The above optimization algorithms are improvements of the 254

DPC algorithm from the perspective of multi-cluster fusion, 255

but the design requirements of each step of the fusion strategy 256

are very strict, otherwise, there will be the phenomenon of 257

excessive fusion or no fusion between clusters, resulting in 258

the sacrifice of clustering precision. 259

The sixth aspect is algorithm fusion. Liu et al. [37] pro- 260

posed a density gain rate peak algorithm (DGPC) based on 261

spectral clustering. This algorithm integrated the idea of den- 262

sity gain rate into the DPC algorithm, and then used spectral 263

clustering to extract the features of the similarity map of the 264

samples, thereby clustering the samples. It overcomes the 265

shortcomings of the two algorithms and takes into account 266

the local structure of DPC algorithm to better handle the 267

uneven datasets. Wang et al. [38] created the density attribute 268

through the density peak algorithm and introduced it into the 269
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AP algorithm, which provided a new similarity calculation270

method for the AP algorithm.271

In short, it is difficult for all derivatives of DPC algorithms272

to simultaneously satisfy high clustering accuracy, stable273

algorithm performance, automatic identification of cluster274

centers, and effective avoidance of data points error propa-275

gation. These derivatives have some drawbacks more or less.276

In view of the consensus problem of DPC algorithm, this277

paper proposed a new density peak clustering algorithm based278

on cluster fusion strategy (CFDPC). Firstly, two new thresh-279

olds are set to screen out the candidate cluster centers, and the280

initial cluster synthesis is performed based on DPC, which281

avoids the influence of artificial selection of cluster centers.282

Secondly, new definitions of boundary points, inter-cluster283

intersection density, and inter-cluster boundary density are284

given for datasets with complex shapes to lay the foundation285

for the proposed new cluster fusion strategy. Finally, the accu-286

rate clustering centers and clusters are obtained by iterative287

fusion. It improves the joint and several errors in the data288

point assignment process and corrects the initial clustering289

results. And clusters with multiple density peaks are correctly290

classified.291

III. PRINCIPLE OF DPC ALGORITHM292

In this section, we review the principles of traditional DPC293

algorithms.294

The density peak clustering algorithm (DPC) consists of295

two basic elements. First, the local density of the data points296

as the cluster centers are higher than that of other data points297

around; second, the relative distance between the two data298

points as the cluster center is far. Local density and relative299

distance are two important variables in the implementation of300

density peak clustering algorithm.301

Local density ρi definition of data point i:302

ρi =
∑
j6=i

χ
(
di,j − dc

)
(1)303

where di,j represents the Euclidean distance between data304

points i and j; dc is the cut-off distance, which is obtained by305

the percentage parameter p, and the value range of p generally306

makes the number of neighbors of each data point account307

for 1% − 2% of the total data volume. χ (u) =
{
0, u ≥ 0
1, u < 0

308

is a counting function. ρi means the number of data points309

in the circular neighborhood with data point i as the center310

and dc as the radius. Equation (1) is generally applicable311

to a small number of datasets, and equation (2) is usually312

used to calculate the local density of datasets with a large313

number of data points, which is another definition of the local314

density.315

ρi =
∑
j6=i

exp

(
−
di,j2

dc2

)
(2)316

FIGURE 1. Decision graph of DPC algorithm.

The relative distance δi of data point i is defined as follows: 317

δi =


max
j
(di,j), ρi = max(ρ)

min(di,j)
j:ρj>ρi

, otherwise (3) 318

when the local density of data point i is the maximum, then 319

data point i is the cluster center, the relative distance of data 320

point i is the maximum distance from other data points to i; 321

when the local density of data point i is not the maximum, the 322

relative distance of data point i refers to the shortest distance 323

from all data points j with greater density than data point i to 324

data point i. 325

After calculating ρi and δi for each data point, construct a 326

decision graph with local density as the horizontal axis and 327

relative distance as the vertical axis as shown in Fig. 1. 328

Select data points with large local density and relative 329

distance from the decision graph as cluster centers. Finally, 330

the remaining data points are classified into the nearest data 331

points whose density is greater than their own. The steps of 332

the DPC algorithm are as follows: 333

Algorithm 1 DPC Algorithm
Input: Dataset S={x1, x2, . . . , xn}, parameter p
Output: C = {C1,C2, . . . ,Cm}
1: Calculate distance matrix Dn×n
2: Determine dc value
3: Calculate ρi and δi for each data point according to (2)

and (3)
4: Draw decision graph and select cluster centers
5: Assign non-cluster center points

IV. A NEW DENSITY PEAK CLUSTERING ALGORITHM 334

BASED ON CLUSTER FUSION STRATEGY 335

To solve the problem of artificial selection of cluster centers 336

in DPC algorithm, and to further correct the joint and several 337

errors of data point allocation. This paper proposes a new 338

density peak clustering algorithm based on cluster fusion 339

strategy (CFDPC) and based on the local density and relative 340
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distance of DPC algorithm, this paper defines a new method341

to select candidate cluster centers. Then initial clusters are342

obtained according to the allocation rules of DPC algorithm,343

and the number of initial clusters obtained is greater than344

the number of real clusters. Therefore, a new cluster fusion345

strategy is designed to aggregate initial clusters according to346

certain rules, so as to the final clustering is obtained. Exper-347

iments show that the CFDPC algorithm has better clustering348

performance.349

A. CANDIDATE CLUSTER CENTERS AND INITIAL CLUSTERS350

First, the local density ρi and relative distance δi are cal-351

culated according to (2) and (3), respectively. Second, two352

thresholds are adaptively set to automatically obtain the can-353

didate cluster centers. The category labels of the remaining354

points are the same as those of the data points with the nearest355

distance and greater density to obtain the initial clustering.356

Let S={x1, x2, . . . , xn} represents a dataset composed of n357

data points, and the data points as the cluster centers generally358

need to meet the conditions of large local density and relative359

distance at the same time. Therefore, in order to prevent the360

influence of noise points with small local density and large361

relative distance and outliers with large local density and362

small relative distance on clustering results, two thresholds363

are redefined to screen out candidate cluster centers.364

OOi={xi|ρi ≥ µ(ρ)} (4)365

where µ(ρ) is the mean of the local density of data points,366

and OOi is the set that becomes the expected cluster centers367

excluding noise points:368

COi={xi|OOi ≥ µ(δ)} (5)369

where µ(δ) represents the mean value of the relative distance370

of data points, COi represents the set of real candidate cluster371

centers obtained by removing outliers on the basis of OOi,372

and finally, the remaining data points are classified according373

to the distribution principle of the DPC algorithm to obtain374

initial clusters. However, the initial clustering results may be375

incorrect, so this paper proposes a cluster fusion strategy to376

improve the initial clusters.377

B. CLUSTER FUSION STRATEGY378

Definition 1 (Boundary Points of a Single Cluster): The set of379

boundary points of a single cluster Ca is represented by Ba,380

which is defined as381

Ba = {xa|xa = arg sort(ρa)[: m]} (6)382

m = int (|Ca| × q%) ,q ∈ [5, 20] (7)383

where ρa is the local density of cluster Ca, |Ca| is the number384

of data points in cluster Ca, arg sort(ρa) represents the serial385

number of data points in cluster Ca sorted in an ascend-386

ing order by local density, and m represents the number of387

boundary points, and [: m] represents the first m data points388

corresponding to the sorted number. That is, the data points in389

cluster Ca are sorted in an ascending order according to the390

local density, and the data points with the first 5% − 20% 391

of the local density are taken as the boundary points of 392

cluster Ca. 393

Definition 2 (Inter-Cluster Boundary Density): Let the two 394

clusters to be merged be Cu and Cv, and Bρ represents the 395

inter-cluster boundary density, which is defined as follows: 396

Bu,v =
Buρ + Bvρ

2
(8) 397

where Buρ represents the mean value of the boundary point 398

density of cluster Cu, and Bvρ represents the mean value of 399

the boundary point density of cluster Cv. 400

Definition 3 (Inter-Cluster Intersection Density): Let the 401

two clusters to be merged be Cu and Cv, and let hu and hv 402

be the union of the set of data points in the neighborhood of 403

circles with radius dc for each data point in clustersCu andCv 404

respectively, then inter-cluster intersection density is denoted 405

by Au,v: 406

Au,v = max {ρi|i ∈ hu ∩ hv} (9) 407

Definition 4 (Cluster Fusion Conditions): Let the two clus- 408

ters to be merged be Cu and Cv. If the following conditions 409

are met: 410

Bu,v ≤ Au,v (10) 411

then cluster Cu and cluster Cv are fused. 412

The main ideas of cluster fusion strategy are as follows: 413

Step 1: Calculate the boundary points according to (6) 414

and (7), and calculate the inter-cluster intersection density 415

and inter-cluster boundary density to obtain inter-cluster 416

intersection density matrix Ab×b and inter-cluster boundary 417

density matrix Bb×b according to (8) and (9), where Bi,j rep- 418

resents the boundary density between the i-th cluster and the 419

j-th cluster; Ai,j represents the intersection density between 420

the i-th cluster and the j-th cluster, and Ab×b and Bb×b are 421

symmetric matrix. 422

Step 2: The clusters are indexed in descending order of 423

local density of cluster centers. That is: to index in the order 424

of i = 1, 2, . . . , b, j = i+1, i+2, . . . , b, if Ai,j > Bi,j, merge 425

the i-th cluster and the j-th cluster, update the cluster center 426

set H : delete the j-th cluster center point from H , and the 427

cluster center of the i-th cluster is taken as the cluster center 428

of the new cluster; update the set N of the cluster: merge the 429

data points of the j-th cluster into the i-th cluster, delete the 430

j-th cluster from N , and sort the data points in the i-th cluster 431

according to local density in an ascending order; update the 432

label set M : update the label of the merged j-th cluster to the 433

label of the i-th cluster, and delete the label of the j-th cluster 434

from M ; b = b− 1. 435

Step 3: Return to step 1 calculate the new inter-cluster 436

intersection density matrix Ab×b and inter-cluster boundary 437

density matrix Bb×b, and then judge whether the cluster 438

fusion conditions are met, and if so, return to step 2 until 439

Ai,j < Bi,j, stop cluster fusion, and output the clustering 440

result. 441
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FIGURE 2. Inter-cluster intersection density matrix A3×3 and Inter-cluster
boundary density matrix B3×3: (a)-(b).

Take three clusters as an example to describe the cluster442

fusion process:443

By setting the threshold, the candidate cluster centers are444

screened out and the remaining data points are allocated in445

combination with the DPC algorithm. It is assumed that three446

initial clusters are obtained: the centers of the clusters are447

sorted according to the local density in a descending order448

to obtain H = {H1,H2,H3}, and the set of labels is M =449

{M1,M2,M3}, the cluster set is N = {N1,N2,N3}, and the450

data points in the set Ni(i = 1, 2, 3) are sorted according to451

the local density in an ascending order, these three sets are452

corresponding to each other.453

(1) Calculate the boundary points according to (6) and (7),454

and calculate the inter-cluster intersection density and455

inter-cluster boundary density to obtain inter-cluster intersec-456

tion density matrix A3×3 and inter-cluster boundary density457

matrix B3×3 according to (8) and (9), as shown in Fig. 2.458

(2) Index the first cluster N1 and the second cluster N2 in459

the set N :460

a) If the inter-cluster intersection density and the461

inter-cluster boundary density meet A1,2 > B1,2, then H1462

and H2 are merged and H2 is deleted from H , H is updated463

to H = {H1,H3}, H1 as the center of the new cluster; then464

N2 is merged into N1, the new cluster is still recorded as465

N1, and N = {N1,N3} is obtained, the data points in N1 of466

the first cluster after merging are sorted according to local467

density in an ascending order; similarly, get M = {M1,M3},468

update the label in M1: update the merged cluster label M2469

to the label inM1; recalculate the boundary points according470

to (6) and (7), and calculate the inter-cluster intersection den-471

sity and inter-cluster boundary density to obtain inter-cluster472

intersection density matrix A12×2 and inter-cluster boundary473

density matrix B12×2 according to (8) and (9), as shown in474

Fig. 3.475

According to experience, it is known that cluster fusion can476

not be continued, and there is no need to judge the cluster477

fusion conditions.478

b) If A1,2 < B1,2, index the first cluster N1 and the third479

cluster N3 in the set N , and judge whether A1,3 and B1,3 meet480

the merging conditions,481

i) If the fusion condition is met, then H1 and H3 are482

merged and H3 is deleted from H , H is updated to H =483

{H1,H2}, H1 as the center of the new cluster; then N3 is484

merged into N1, the new cluster is still recorded as N1, and485

FIGURE 3. Inter-cluster intersection density matrix A1
2×2 and Inter-cluster

boundary density matrix B1
2×2: (a)-(b).

FIGURE 4. Inter-cluster intersection density matrix A′2×2 and Inter-cluster
boundary density matrix B′2×2: (a)-(b).

N = {N1,N2} is obtained, the data points in N1 of the first 486

cluster after merging are sorted according to the density in 487

an ascending order; similarly, getM = {M1,M2}, update the 488

label in M1: update the merged cluster label M3 to the label 489

in M1; recalculate the boundary points according to (6) and 490

(7), and calculate the inter-cluster intersection density and 491

inter-cluster boundary density to obtain inter-cluster intersec- 492

tion density matrix A′2×2 and inter-cluster boundary density 493

matrix B′2×2 according to (8) and (9), as shown in Fig. 4. 494

According to experience, it is known that cluster fusion can 495

not be continued, and there is no need to judge the cluster 496

fusion conditions. 497

ii) If fusion condition is not met, index the second cluster 498

N2 and the third cluster N3 in the set N , and judge whether 499

A2,3 and B2,3 meet the merging conditions: 500

¬ If A2,3 > B2,3, then H2 and H3 are merged and H3 501

is deleted from H , H is updated to H = {H1,H2}, H2 as 502

the center of the new cluster; then N3 is merged into N2, 503

the new cluster is still recorded as N2, and N = {N1,N2} 504

is obtained, the data points in N2 of the second cluster after 505

merging are sorted according to the density in an ascending 506

order; similarly, get M = {M1,M2}, update the label in M2: 507

update the merged cluster label M3 to the label in M2; recal- 508

culate the boundary points according to (6) and (7), and cal- 509

culate the inter-cluster intersection density and inter-cluster 510

boundary density to obtain inter-cluster intersection density 511

matrix Ã2×2 and inter-cluster boundary density matrix B̃2×2 512

according to (8) and (9), as shown in Fig. 5. 513

According to experience, it is known that cluster fusion can 514

not be continued, and there is no need to judge the cluster 515

fusion conditions. 516
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FIGURE 5. Inter-cluster intersection density matrix Ã2×2 and Inter-cluster
boundary density matrix B̃2×2: (a)-(b).

 If A2,3 < B2,3, without merging, there are still three517

clusters in the end.518

C. CFDPC ALGORITHM FLOW519

The steps of the CFDPC algorithm are as follows:520

Algorithm 2 CFDPC Algorithm521

Input: Dataset S={x1, x2, . . . , xn}(where n is the total num-522

ber of data points in the dataset S)523

Output: H = {H1,H2, . . . ,Hl}, N = {N1,N2, . . . ,Nl},524

M = {M1,M2, . . . ,Ml} (l < b)(where b denotes number525

of initial clusters, and l denotes number of final clusters)526

1: Calculate distance matrix Tn×n527

2: Selected percentage parameter p, determine cut-off dis-528

tance dc529

3: Calculate dc neighbors and calculate the local density and530

relative distance of each data point according to (2) and531

(3)532

4: Determine candidate cluster centers according to (4) and533

(5)534

5: Allocate the remaining data points according to DPC535

algorithm to obtain initial clusters: sort candidate clus-536

ter centers in descending order of density to obtain537

H = {H1,H2, . . . ,Hb}, get the initial cluster label538

M = {M1,M2, . . . ,Mb} and the set of initial clusters539

N = {N1,N2, . . . ,Nb}, where Ni is sorted in ascending540

order of local density (i = 1, 2, 3, . . . , b). H , M and N541

correspond to each other542

6: Selected percentage parameter q543

7: Calculate the boundary points of clusters according to (6)544

and (7), get the inter-cluster border density according to545

(8), and finally get the border density matrixBb×b. If both546

the i-th cluster and the j-th cluster have no boundary547

points, then Bi,j = 0548

8: The union of data points in the circle neighborhood549

with data point i in each cluster as the center and550

dc as the radius is obtained, then according to (9),551

obtain inter-cluster intersection density. Finally, get the552

inter-cluster intersection densitymatrixAb×b. If the inter-553

section of boundary points between the i-th cluster and554

j-th cluster is an empty set, then Ai,j = 0555

9: while Ai,j > Bi,j (i < j, i = 1, 2, . . . , b, j = i + 1, i +556

2, . . . , b) do557

10: H ← H − H [j] // Remove the j-th cluster center 558

H [j] from H , take the i-th cluster center H [i] in H as the 559

new cluster center of the merged two clusters 560

11: N [i] ← N [i] ∪ N [j] // Merge the data points in 561

the j-th cluster N [j] into the i-th cluster N [i], and the i-th 562

cluster N [i] as a new cluster 563

N ← N − N [j] // Remove the data point of the j- 564

th cluster N [j] from N , sort the data points in i-th cluster 565

N [i] by local density in descending order 566

12: M [i]← M [i]∪M [j] // Merge the labels of the j-th 567

cluster M [j] into the labels of the i-th cluster M [i], and 568

the label of the merged cluster is updated to the label of 569

the i-th cluster 570

M ← M − M [j] // Remove the labels of the j-th 571

clusterM [j] from M 572

13: Update the set H , N , M respectively 573

14: b = b− 1 574

15: turn to 7-11// Perform recursion from 7 to 11 575

16: end while 576

17: Return H = {H1,H2, . . . ,Hl}, N = {N1,N2, . . . ,Nl}, 577

M = {M1,M2, . . . ,Ml} (l < b) 578

D. COMPLEXITY ANALYSIS OF CFDPC ALGORITHM 579

The computational complexity of the CFDPC algorithm in 580

this paper is mainly composed of the following five parts: 581

(1) the complexity of calculating the distance matrix Tn×n 582

is O(n2); (2) the complexity of calculating the local density 583

of data points is O(n); (3) the complexity of calculating the 584

relative distance is O(n2); (4) the complexity of selecting 585

candidate cluster centers and assigning remaining points is 586

O(n); (5) perform cluster fusion: including (a) the number 587

of boundary points of each cluster is less than n in theory, 588

so the complexity of computing the boundary points of clus- 589

ters is O(n), (b) the number of samples in the intersection 590

between clusters is much less than n, so the complexity of 591

computing the inter-cluster intersection density matrix and 592

the inter-cluster boundary density matrix is much less than 593

O(n2), (c) the complexity of processing the cluster fusion is 594

O(n). To sum up, the computational complexity of CFDPC 595

algorithm in this paper is O(n2), which is the same as that 596

of DPC algorithm. The computational complexity of the 597

four algorithms compared with the CFDPC algorithm in 598

this paper is as follows: the computational complexity of 599

DPC-KNN algorithm isO(n2); the computational complexity 600

of DPC algorithm is O(n2); the computational complexity of 601

K-means algorithm is O(n); the computational complexity of 602

DBSCAN algorithm is O(n2). 603

V. EXPERIMENTAL RESULTS AND ANALYSIS 604

All algorithms in this study are implemented using Python 605

tools. To evaluate the clustering performance of the CFDPC 606

algorithm proposed in this paper, it is compared with 607

four more advanced algorithms DPC-KNN[13], DPC[12], 608

K-means[2] and DBSCAN[5] algorithms under different 609

datasets. These four algorithms are reproduced in Python by 610

referring to the original literature. 611
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TABLE 1. Artificial datasets.

TABLE 2. Real datasets.

A. EXPERIMENTAL ENVIRONMENT612

Hardware Environment: Personal computer with 2.4 GHz613

CPU, 12GB memory, and 500GB hard disk.614

Software environment: Windows 11 Professional Edition615

64-bit operating system, implemented in Python 3.9.7616

environment.617

B. CLUSTER EVALUATION INDEX618

In order to compare the performance of different clustering619

algorithms, this paper selects four common clustering met-620

rics in clustering: Accuracy Rate (ACC), Adjusted Mutual621

Information (AMI) [39], Adjusted Rand Index (ARI) [39],622

and Fowler-Males Index (FMI) [40] to evaluate the clustering623

performance of each algorithm. The maximum values of the624

four indicators are 1. The larger the indicator value, the better625

the clustering accuracy of the algorithm, and the stronger626

the clustering performance. The accuracy rate is defined as627

follows:628

ACC =

m∑
i
li

n
(11)629

where m represents the number of clusters, li represents the630

number of data points correctly classified into the corre-631

sponding cluster Ci, n represents the total number of data632

points, and ACC represents the proportion of the number of633

correctly classified data points to the total number of data634

points.635

C. EXPERIMENTAL DATASETS636

To verify the effectiveness of the CFDPC algorithm, we use637

15 commonly used experimental datasets [41]-[44], and638

select nine artificial datasets from http://cs.joensuu.fi/sipu/639

datasets/ and six real datasets from http://archive.ics.uci.640

edu/ml, as listed in Table 1 and Table 2.641

D. ALGORITHM PARAMETER SETTINGS642

Table 3 lists the parameter settings of each algorithm for the643

30 experiments on the above datasets to obtain the optimal644

TABLE 3. Experimental parameter values.

clustering performance. Among them, the percentage param- 645

eter p of the CFDPC algorithm in this study is not specified, 646

and the boundary point parameter q is generally selected 647

within 5-20 according to experience. The optimal value of 648

the parameter k in the DPC-KNN algorithm is selected in the 649

range of 2-35; the value range of the parameter p in the DPC 650

algorithm is not specified; the K-means algorithm iterates 651

100 times to obtain the optimal result on the premise of deter- 652

mining K clusters; the parameters required by the DBSCAN 653

algorithm: neighborhood radius ε and the minimum number 654

of samples in the neighborhood Minpts select the best value 655

based on experience. 656

E. ANALYSIS OF THE VALUE RANGE OF THE BOUNDARY 657

POINT PARAMETER q 658

In this section, we will analyze and discuss the effect of 659

the proposed CFDPC algorithm on ACC under different set- 660

tings of the boundary point parameter q. The boundary point 661

parameter q is a hyper-parameter in the CFDPC algorithm, 662

and different settings of the parameter q have an important 663

impact on the clustering effect. For different datasets, the 664

size of the data volume is different. For a dataset with a 665

small number of samples, when multiple initial clusters are 666

generated, since the number of samples in the entire dataset 667

is small, the number of samples in each initial cluster obtained 668

will be less. In order to meet the cluster merging conditions, 669

it is even possible to make cluster merging as meaningful 670

as possible, so make each cluster have boundary points as 671

far as possible. This paper conducts multiple experiments 672

on the selected dataset to verify that it is more reasonable 673

to set the lower limit of the boundary parameter q is 5; for 674

datasets with a large number of samples, each initial cluster 675

will contain more samples, and the number of new cluster 676

samples and boundary points obtained by clustermergingwill 677

also increase. To ensure that cluster merging continues, the 678

number of boundary points in each cluster should not exceed 679

half of the number of clusters to which it belongs. Similarly, 680

this paper conducts multiple experiments on the selected 681

dataset to verify that the upper limit of the boundary point 682

parameter q is set to 20 is reliable. But this is not absolute, 683
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FIGURE 6. Under the condition of fixed parameter p and for different
parameter q, the ACC of CFDPC algorithm under synthetic and real
datasets: (a)-(b).

not all datasets have boundary point parameters in the range684

of [5,20]. There are also some special cases: For example, for685

the Aggregation dataset, when q = 40, the algorithm takes686

to the optimal result. (This also satisfies that the number of687

boundary points does not exceed half the amount of data688

points in the cluster, whichmakes clustermergingmeaningful689

and is allowed).690

Therefore, we focus on analyzing the variation of the ACC691

of the CFDPC algorithm in the range of q ∈ [5, 20], as shown692

in Fig. 6. In the case where the parameter p in Table 3 is693

set, we have respectively made a line chart of the change of694

ACC in the synthetic datasets and the real datasets when the695

boundary point parameter q takes different values. We can696

clearly see the ACC index values of the CFDPC algorithm in697

Figure. 6 tend to be a straight line. According to Fig. 6(a),698

we can see that the ACC index values of the Flame, Spiral,699

R15, Skewed, Asymmetric, and S1 datasets are almost highly700

coincident. When the appropriate parameter p is selected,701

it can be intuitively observed that with the change of the702

boundary point parameter q, the value of ACC is not affected,703

further illustrating the excellent robustness and stability of704

the algorithm. Although two parameters need to be set in705

TABLE 4. Comparison of clustering results on artificial datasets.

this paper when the appropriate parameter p is selected, the 706

parameter q has little influence on the clustering results, and 707

most datasets obtain high ACC values under the CFDPC 708

algorithm. If the parameters of the algorithm are searched 709

in a large range, it will not only affect the search efficiency 710

of the optimal parameters, but also makes the stability of 711

the algorithm worse, and it is difficult to achieve the ideal 712

clustering effect. If the algorithm can take parameter values 713

in a small range and achieve the ideal clustering effect, this is 714

what we pursue. Therefore, the CFDPC algorithm is adjusted 715

in the range of q ∈ [5, 20] to achieve the ideal clustering 716

effect suitable for most datasets. 717

F. EXPERIMENTAL RESULTS ON ARTIFICIAL DATASETS 718

To evaluate the universality and robustness of the CFDPC 719

algorithm proposed in this study, four clustering perfor- 720

mances of the five algorithms are compared on nine artifi- 721

cial datasets with different data structures. The performance 722

evaluation results are listed in Table 4 (bold data in the table 723

represent the best clustering results), and the clustering effect 724

is shown in Figs. 7-15. 725

Combined with Table 4 and Figs. 7-15, by analyzing the 726

four index values of ACC, AMI, ARI, and FMI of the five 727

algorithms on different datasets, it can be observed that except 728
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FIGURE 7. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Flame dataset: (a)-(e).

FIGURE 8. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Spiral dataset: (a)-(e).

for the K-means algorithm, the other algorithms on the Spiral729

dataset can cluster accurately. This is because the K-means730

algorithm is significantly affected by the initial clustering731

FIGURE 9. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on R15 dataset: (a)-(e).

FIGURE 10. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Jain dataset: (a)-(e).

centers when processing spiral data, and it is not suitable 732

for non-convex datasets. On the Flame and R15 datasets, 733

the performances of the CFDPC, DPC-KNN, and DPC 734
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FIGURE 11. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Skewed dataset: (a)-(e).

FIGURE 12. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Asymmetric dataset: (a)-(e).

algorithms are better than those of the K-means and735

DBSCAN algorithms. The main reason for this is that the736

K-means algorithm has weak processing ability for non-737

spherical data, so the sample points can not be classified738

FIGURE 13. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on S1 dataset: (a)-(e).

FIGURE 14. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Compound dataset: (a)-(e).

correctly. However, the DBSCAN algorithm can be seen from 739

the rendering that identifying some data points as noise points 740

leads to a low clustering performance. For the S1 dataset, 741
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FIGURE 15. Rendering of CFDPC, DPC-KNN, DPC, K-means, DBSCAN
algorithm on Aggregation dataset: (a)-(e).

the CFDPC and DPC algorithms show the best clustering742

effect, and the DPC-KNN algorithm is the least effective.743

This is because the sample points are not normalized, and the744

data dimensions differed significantly. It can also be clearly745

observed from the rendering that almost all the cluster centers746

of the 15 clusters are clustered together, and even some single747

data points are regarded as a cluster. It is difficult for the748

DBSCAN algorithm to select parameters in the S1 dataset,749

and the clustering effect is inferior to those of the CFDPC750

and DPC algorithms. On the Compound dataset, only the751

CFDPC and DBSCAN algorithms achieve excellent cluster-752

ing results. The CFDPC algorithm shows the best clustering753

performance on Aggregation, Skewed, Jain, and Asymmetric754

datasets.755

The above analyses show that the CFDPC algorithm can756

achieve the same or even higher clustering accuracy as the757

DPC algorithm, and the overall performance of the CFDPC758

algorithm on artificial datasets is better than that of the other759

four algorithms.760

G. EXPERIMENTAL RESULTS ON REAL DATASETS761

To further test the clustering performance of the CFDPC762

algorithm, CFDPC algorithm is compared with four other763

algorithms on six real datasets with different structures and764

dimensions. The clustering evaluation results are shown in765

Table 5 (bold data in the table represents the best clustering766

results) and Fig.16.767

FIGURE 16. Cluster evaluation index comparison chart of CFDPC,
DPC-KNN, DPC, K-means, DBSCAN algorithm on real datasets: (a)-(d).

TABLE 5. Comparison of clustering results on real datasets.

By analyzing the four evaluation index values of each 768

algorithm in Table 5 on different datasets, it can be observed 769

that both the CFDPC and DPC algorithms achieve the best 770

results when processing the Vertebral dataset, the perfor- 771

mance of CFDPC on the Ecoli dataset is slightly worse than 772

that of the DPC-KNN algorithm. This is because the density 773

distribution of the Ecoli dataset is not uniform, and there are 774

cross-entanglement and overlapping among clusters, which 775

results in a deviation between the data selected by the cut-off 776

parameter p and the data selected by the k-nearest neighbor 777

so that the CFDPC algorithm does not reach the optimum 778

in these four evaluation index values. But its performance 779

is still better than that of the DPC algorithm. Some index 780

values of the DBSCAN algorithm on the Wdbc and Yeast 781

datasets are negative, mainly because the distribution of 782

Wdbc and Yeast data points is uneven and sparse, which 783

makes it difficult for the DBSCAN algorithm to adjust the 784
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parameters. Second, some data points are marked as noise785

points, resulting in a large deviation in the clustering results.786

The K-means algorithm is not suitable for dealing with787

non-linear separable datasets owing to its own property,788

which leads to poor clustering results. For processing the Iris,789

Wdbc, Segment, and Yeast datasets, the CFDPC algorithm790

shows the best clustering performance, outperforming the791

other four clustering algorithms. Combinedwith the compari-792

son chart of the clustering evaluation indicators in Fig. 16, the793

overall strong clustering performance and universality of the794

CFDPC algorithm are displayed more clearly and intuitively.795

VI. CONCLUSION796

For a dataset with a more complex structure, the DPC algo-797

rithm can not automatically select accurate cluster centers798

through the decision diagram, and allocation errors are prone799

to occur in the process of allocating the remaining points.800

Based on the DPC algorithm, this study proposes a new801

density peak clustering algorithm based on cluster fusion802

strategy(CFDPC). First, to avoid the influence of human803

subjectivity, two new thresholds are set to obtain candidate804

clustering centers. Second, the initial clusters fusion strategy805

is adopted to improve the joint and several errors in the alloca-806

tion process of the DPC algorithm and improve the clustering807

accuracy of the algorithm. Finally, the CFDPC algorithm808

proposed in this study is compared with the DPC-KNN,809

DPC, K-means, and DBSCAN algorithms on artificial and810

real datasets. The experimental results show that the CFDPC811

algorithm can not only accurately find the cluster centers and812

is suitable for processing arbitrarily shaped datasets, but also813

has optimal clustering performance.814

For future work, we will explore and solve the following815

problems. Firstly, the algorithm does not automatically pro-816

vide two parameter settings. The focus of future research is817

to explore non-parametric algorithms to make the algorithm818

more intelligent. Secondly, CFDPC algorithm has high com-819

plexity in calculating the distance matrix. We will continue to820

explore a new distance calculation method for sparse search821

to reduce the computational complexity of the algorithm.822

Finally, we try to extend the CFDPC algorithm to large-scale823

datasets, high-dimensional datasets, and manifold datasets824

to improve the practical application ability of clustering825

algorithm.826
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