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ABSTRACT  Sanitary ceramic products, such as toilet and wash basin, are widely used in our daily life.
Sanitary ceramics are expected to have some excellent physical properties, such as corrosion resistance,
easy cleaning, and low water absorption. However, surface defects in sanitary ceramics are inevitable due
to complex production processes and changing production environment. Therefore, surface defect detection
must be performed in the manufacturing process of sanitary ceramics. There are many types of surface
defects in sanitary ceramics, and different types of defects have large differences in characteristics and
scales. Traditional detection methods with artificially designed features and classifiers are difficult to apply
in this context. In addition, there are few studies on surface defect detection methods of sanitary ceramics
based on deep neural networks. In this article, a lightweight real-time defect detection network based on the
lightweight backbone MobileNetV3 is presented. The proposed network achieves multi-scale detection of
surface defects in sanitary ceramics with a multi-layer feature pyramid. Combining region proposal network
and anchor-free method, real-time defect detection is achieved. Finally, a detection head with channel
attention structure and a low-level mixed feature classification strategy is used to perform defect classification
with higher accuracy. Experimental results show that the proposed approach achieves at least 22.9% detection
speed improvement and 35.0% average precision improvement while reducing memory consumption by at
least 8.4% compared with the classic one-stage SSD, YOLO V3 and two-stage Faster R-CNN methods.

INDEX TERMS Sanitary ceramic, surface defect detection, deep learning.
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I. INTRODUCTION

Sanitary ceramic products are indispensable in modern house-
holds. Though the market scale is huge, the fierce competition
among production companies prompted them to innovate their
production technology in order to produce higher quality
products with higher efficiency. The production processes
of sanitary ceramic products are very complex and surface
defects may occur in any link of production. Products with
surface defects entering the market cause economic losses
and reduce the brand value of companies. Therefore, surface

defect detection is essential in sanitary ceramic production
processes.

Most of the sanitary ceramic manufacturers researched by
the authors still detect surface defects in sanitary ceramics
manually. The main reasons for this are as follows: firstly,
the surface structure of sanitary ceramics is complex, some
defects are difficult to detect in images, and the features of
the same type of defects in different positions are not homo-
geneous; secondly, there are many kinds of surface defects of
sanitary ceramics, and the characteristics of different defects
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are quite different, which makes it difficult to design a uni-
fied feature description system to describe these defects using
traditional image processing methods, or to detect multiple
defects with a single detector; thirdly the surface defects of
sanitary ceramics have the characteristics of non-structural,
multi-scale, scale anisotropy and few samples, which make it
more difficult to detect. With the development of deep learn-
ing technology, artificial neural networks have been widely
used in many kinds of areas. Especially, convolutional neu-
ral networks (CNNs) have significant advantages in image
processing tasks due to their parameter sharing structure and
strong fitting ability, which makes it possible to detect surface
defects of sanitary ceramics.

The main contributions of this work are as follows:

1) A lightweight sanitary ceramic surface defect detection
network is proposed. Experimental results show that the net-
work has faster detection speed and higher detection accuracy
than the classic one-stage SSD and two-stage Faster R-CNN
methods;

2) The proposed network has a small number of param-
eters, and achieves better detection results without the need
for carefully tune a large number of hyperparameters, which
makes it suitable for terminal devices with limited computing
resources, and can be quickly applied to actual production
environments;

3) The proposed network adopts a low-level mixed features
reclassification strategy, which can significantly improve the
detection accuracy without modifying network structure or
increasing network parameters.

The remainder of the article is structured as follows. Previ-
ously reported related works are analyzed in Section II. The
proposed method is presented in Section III and validated by
the results of the experiments discussed in Section IV. Finally,
Section V concludes the article.

Il. RELATED WORKS

At present, there are many surface defect detection methods
based on traditional image processing and deep learning
methods. Tang et al. [1] proposed a method for ceramic
valve spool defect detection based on template matching. The
method achieves 8% missed detection rate in test data by
performing object matching in a multi-level image pyramid.
Zhang et al. [2] proposed a surface defect detection method
for complex texture ceramic tiles based on traditional image
processing methods, using canny edge detection and defect
saliency detection, and support vector machines for defect
classification. Chen et al. [3] proposed a ceramic decals defect
detection method also based on traditional image processing
methods. It eliminates imaging glare through homomorphic
filtering, and the careful design of a decals out-of-bounds
detection pipeline. In recent years, the development of deep
learning technology led to its application in surface defect
detection with good results in terms of classification accuracy.
Lin et al. [4] constructed a multi-scale cascaded CNN based
on MobileNetV2, with a reduced number of parameters thanks
to the use of a lightweight backbone. Xiao et al. [S] proposed
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a method for surface defect detection based on Mask R-CNN
and image pyramid. It fuses the image and feature pyramids,
which improves the detection effect of multi-scale objects.
Tabernik et al. [6] proposed a surface defect detection method
based on image segmentation. In this case, the network per-
forms coarse-grained segmentation of low-resolution feature
maps after multiple pooling operations on the input image.
Huang et al. [7] proposed a surface defect detection system
for ceramic cell phone backplane based on YOLOv3-tiny. The
detection program is running on an ARM embedded platform,
achieving 89.9% recognition accuracy and 2 fps detection
speed. Huang et al. [8] proposed a ceramic substrate defect
detection method based on an unbalanced data set. It uses
unsupervised K-means clustering to oversample and down-
sample unbalanced data to achieve the balance of training
samples. The ResNet-based deep neural network is used for
feature extraction and defect detection. Li et al. [9] proposed a
two-stage defect detection method, which uses shared features
in the defect discovery and defect classification stages to
achieve efficient defect detection. Stephen et al. [10] proposed
a simple CNN model for the detection of ceramic tiles surface
defects. In the detection experiment, the method achieved
a classification accuracy of 99.43%, but for high-resolution
input images, resulting in a long detection time, 16 s.

The surface defect detection of sanitary ceramics can be
regarded as an image-based object detection task. For ex-
ample, the classic two-stage object detection network Faster
R-CNN [11] can be used with this purpose. It first extracts
potential object regions through a region proposal network
(RPN), then the detection head is used to classify and rectify
the position of the objects. The network has good detection
accuracy, but because of the large number of parameters of its
fully connected layer, it implies the use of a significant amount
of computing resources. In addition, since Faster R-CNN is
an anchor-based method, it consumes a lot of time when
performing non-maximum suppression (NMS), which makes
it difficult to apply to tasks with high real-time requirements.
Finally, since its detection head makes predictions in the last
feature layer of the network, it is not good at small objects
detection. Feature Pyramid Networks (FPN) [12] provide a
good idea for solving multi-scale target detection problems,
but do not solve the real-time requirements of anchor-based
methods. On the other hand, since object detection needs to
be performed at multi-scale feature maps, the anchor-based
method takes more time to complete the detection in images,
which makes it difficult to be applied in industry. The Single
Shot MultiBox Detector (SSD) [13] performs target detec-
tion at multi-scale feature maps and is capable of carrying
out multi-scale target detection tasks. The SSD300 network
achieves 59 fps detection speed, much faster than Faster
R-CNN. However, although the SSD network has better de-
tection results for small objects, its overall detection accuracy
is not as good as that of Faster R-CNN. In addition, it is
difficult to tune the hyperparameters of the prior boxes, which
makes SSD hard to use in actual industrial production. For
the classic one-stage detection network YOLOv3 [14], the
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FIGURE 2. Feature extraction network.

network has a good balance between speed and accuracy.
Compared with the Faster R-CNN and SSD networks, de-
tection speed is faster but detection accuracy is still not as
good as that of Faster R-CNN. It is worth mentioning that the
fully connected layer of YOLOV3 contains a large number of
weight parameters, which is a significant drawback for termi-
nal devices with limited computing resources. The lightweight
detection network MobileNetV3 [15] effectively reduces the
amount of network parameters through depthwise separable
convolution, which is very suitable for deployment in mobile
terminals with limited computing resources. CenterNet [16]
is an anchor-free target detection method that locates objects
by finding their center and estimating the discretization er-
ror of object center and object size. Since there is no NMS
step, the inference speed of this network is much higher than
that of anchor-based methods. Yan et al. [17] proposed an
infrared and visible image fusion algorithm which obtained
fusion results suitable for human visual perception. Zhang
et al. [18] proposed a novel approach to addressing the fusion
of multi-focus images in either registered or mis-registered
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cases which provides better visual perception and higher
objective evaluation.

Surface defect detection in sanitary ceramics belongs to
image detection task. Considering the detection speed, com-
puting resource consumption, hyperparameter adjustment,
etc., the existing methods are difficult to apply to the surface
defect detection of sanitary ceramics.

Inspired by the above networks, a lightweight CNN suitable
for surface defect detection in sanitary ceramics is proposed in
this article. It provides a solution that can be used in practical
industrial production and narrows the gap between theory and
application.

1l1l. METHOD

A. NETWORK ARCHITECTURE

The proposed system shown in Fig. 1 consists of three
parts, namely feature extraction network, RPN, and detec-
tion head. Fig. 2 shows the feature extraction network. It
uses MobileNetV3_Large [15] as backbone, and constructs a
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FIGURE 3. RPN network.

five-layer feature pyramid, P3 to P7 in Fig. 2. According to
the output feature map size of each layer in the backbone, it
can be divided into five blocks. The feature maps generated
by each block can be represented as C1 to C5, respectively.
Different from [12], due to the large size of C2, which does not
meet the lightweight goal, it does not participate in the con-
struction of the feature pyramid. Therefore, block6 is added
to the original backbone. C3-C5 are transformed into three
temporary feature maps P3”-P5” through the lateral connec-
tion 3-5. C6 is transformed into feature map P6 through the
lateral connection 6. And P6 is transformed into feature map
P7, which has a larger receptive field through max pool. After-
wards, the feature map P6 is subjected to continuous bilinear
interpolation from top to bottom to obtain feature maps with
larger size, which are added to the three temporary feature
maps to obtain feature maps PS5, P4, P3,” respectively. These
are transformed into the final feature maps P5-P3 through the
smooth operation. For an RGB image of size 512*512, the
output sizes of all feature maps are 256%64*%64, 256%32%32,
256*%16%16, 256%8*8 and 256%4*4, respectively.

RPN is shown in Fig. 3. The input to this network is the
five-level feature maps output from the feature extraction net-
work. Input feature mapl is transformed into feature map2,
which has the same size as feature mapl through a depth-
wise separable convolution. Feature map?2 is sent to the three
branches to complete object center point detection, object size
regression, and center position discretization error regression
tasks, respectively. The central position where there may be a
foreground can be determined through the generated heatmap.
The specific position of the potential foreground targets in the
current feature map can be determined according to the regres-
sion results of the size and offset maps at the corresponding
positions. These potential foreground targets are used for sub-
sequent network training or inference.

The detection head is shown in Fig. 4. The original detec-
tion head of Faster R-CNN [11] is too heavy for a lightweight
detection network and it is hard to train with a small dataset.
In this case, a detection head with a channel attention module
has been designed. The input of the detection head is the
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TABLE 1 Backbone Composition

Block
Blockl

Operator
conv2d,3*3
bneck,3*3
bneck,3*3
bneck,3%*3
bneck,5%5
bneck,5*5
bneck,5%5
bneck,3%*3
bneck,3*3
bneck,3*3
bneck,3*3
bneck,3*3
bneck,3*3
bneck,5%5
bneck,5%5
bneck,5*5
bneck,3*3
bneck,3*3

Input size

3%5122

Output size

16%2562

Block2 16%2562 24%1282

Block3 24%1282 40642

Block4 40%642 160%322

Block5 160%322 160%162

Block6 160%162 160%82

sub-feature map with fixed size obtained from feature maps
P3-P7 after ROI extraction. Input feature mapl1 is transformed
into feature map2 and feature map3 through the continuous
SE module [19] and expand depthwise separable convolu-
tion [15]. Afterwards, the final classification result is obtained
through two fully connected layers. It is worth mentioning that
the developed detection head only performs the computation
of object confidence without further position rectification of
the bounding boxes.

B. IMPLEMENTATION DETAILS

1) FEATURE EXTRACTION NETWORK

The backbone is divided into 6 blocks according to the feature
map size of each layer. The composition of each block is
shown in Table 1. All lateral connections are implemented
through 1*1 pointwise convolution. Through lateral connec-
tions, the resulting number of channels in the feature map
is 256, which is convenient for subsequent processing with
RPN. The purpose of the smooth operation is to reduce the
aliasing effect of upsampling [12], which is essentially a 3*3
convolution operation. In addition, due to the small amount of
data used for network training and the limited GPU memory
size, network training can only be performed with a small
batch size, so all batch normalization layers are replaced by
group normalization [20], thereby reducing the adverse effects
caused by small batch size.

2) RPN

It uses the heatmap with two channels to predict the center
point of the potential object. The judgment principle of the
object center is that the score of the object center pixel in the
foreground channel is greater than 0.5 and not less than the
score of its 8 neighbor pixels. In particular, after performing
a softmax operation on the heatmap generated by RPN and
obtaining all pixel scores of the foreground channel, the 3*3
maxpooling operator is used to obtain the pooled foreground
channel. Finally, the pixel scores of the foreground channel
and the pooled foreground channel at the same position are
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FIGURE 4. Detection head.

FIGURE 5. Example of coordinate discretization error.

compared. The pixels with the same score that are greater
than 0.5 are the center of the potential objects. The sizemap
and offsetmap regression branches of the RPN are both 2-
channel maps, where channel 0 of sizemap corresponds to
the object height h, channel 1 corresponds to the object width
w, channel 0 of offsetmap corresponds to the discretization
error dy, and channel 1 corresponds to the discretization error
dx. An example of coordinate discretization error can be seen
in Fig. 5. The center of the object is located in the pixel at
position (3, 3). Through the coordinate discretization errors
dy and dx, the center position of the object can be further
refined as (3+dy, 3+dx). According to the position of the
potential objects obtained by RPN, the corresponding ROIs
in the current feature map, which can be used for training and
inference in the subsequent detection head, are intercepted by
ROI Align [21].

There are three loss calculations involved in the training of
RPN [16]:

Lrpn = Lheatmap + AsizemapLsizemap

+ )‘offsetmapLoffsetmap (1)

VOLUME 3, 2022

where Lpearmap 18 heatmap 108S, Lgizemap is sizemap loss,
Asizemap 18 sizemap loss weight, L, rsermap 15 offsetmap loss,
and Ao fsermap 18 Offsetmap loss weight, respectively.

Firstly, improved focal loss is used to calculate heatmap
loss [16]:

—1

L (1—9)log(¥),y =1
heatmap — W

Z{(l—y)ﬂﬁ“IOg(l—ﬁ),y#l

where N is the number of positive objects in the feature map;
y is the score for the current pixel to contain the object center,
whose construction method is the same as in [16]; J is the
confidence that the predicted pixel contains the object center;
« is the difficulty and easy sample balance factor; and g is the
negative sample weight factor. (1 — )* and y* are the diffi-
culty and easy sample balance coefficients. When positive or
negative samples are easy to judge, (I — $)* — 0 or y* — 0.
(1 — y)? is negative sample weight. When the negative sample
center is far from the target center, y — 0 and (1 — y)? — 0.

Smooth L1 loss is used to calculate sizemap and offsetmap
losses. Only the regression loss of positive samples is consid-
ered [22]:

2

050 =9 Iy =9l <1

” N 3
== 0.5,y -5 = 1 )

L=>Y" {
where y represents the actual size and position parameters of
the objects in the current feature map, and ¥y is the predicted
value of the corresponding parameter. When the difference be-
tween predicted value and target value is large ([y — J| > 1),
L1 loss (ly —y| —0.5) is used; otherwise (|[y — 9| < 1), L2
loss (0.5(y — $)?) is used.

3) DETECTION HEAD

The input of the detection head is a fixed-size feature map,
sampled from the output feature maps P3-P7 of the feature
extraction network. The sampling method is ROI Align [21],
and the sampling frames are determined by the RPN network.
Specifically, when training the detection head, the positive
potential objects, whose intersections over unions (IoUs) are
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TABLE 2 Comparison of Detection Accuracy

Method Backbone AP APSO AP75 APsmall APmedlum APlarge AR! ARIO AR]OO ARsmall ARmedmm ARIarge
Faster R-CNN VGG16 176 38.8 14.0 7.8 17.4 253 19.3 21.2 212 10.7 21.9 28.6
SSD VGG16 242 438 24.4 30.8 28.0 19.9 279  29.6 29.6 34.7 353 232
YOLO V3 Darknet-53 23.1 43.1 22.5 23.6 24.6 22.8 25.6 27.3 273 26.9 28.8 25.8
Our method MobileNetV3_Large | 32.7  60.6 32.6 27.3 34.7 36.6 37.3 394 394 33.8 41.7 42.1

greater than the positive threshold, are assigned labels ac-
cording to the defect category. Similarly, negative potential
objects, whose IoUs are lower than the negative threshold, are
assigned background labels of 0. The quantitative restrictions
of positive and negative samples are determined by the hyper-
parameters pos_roi_num and neg_roi_num separately. When
all positive and negative samples are determined, they are sent
to the detection head for training. The classification loss is the
only loss when training the detection head:

Lyeaa = Leis “4)

Cross entropy loss is used to compute the classification loss:

N C-1
Ly = Z Zy:l IOg (yAzn) (5)
n=1 i=0
where N is the number of samples; C is the number of
defect categories (including the background category); y" =
g, ¥1s - -+ ¥&_,] is the one-hot label representation of sam-
ple n (When sample n belongs to class i, y = 1; otherwise,
y# =0); and 7 is the confidence that sample n belongs to
category i.

In the inference stage, considering the conflict of feature re-
quirements between localization and classification tasks [23],
[24], the initial classification results of ROIs are not used as
final results. Specifically, NMS processing is performed in all
ROIs in the five feature maps of the same image according
to their initial classification confidence, to determine the final
ROIs. Final ROIs are used to perform feature resampling in
the lower-level features (P3), which have more detailed in-
formation and high-level semantic information. After that, a
reclassification on the final samples is performed. Reclassifi-
cation results are the final detection results.

C. HYPERPARAMETER TUNING

1) HYPERPARAMETERS OF FEATURE EXTRACTION NETWORK
As mentioned above, due to the small amount of data used
for network training and the small batch size during training,
it is difficult for the original batch normalization layer of the
feature extraction network to accurately estimate the mean and
variance of the objects, resulting in bad test results. Therefore,
all batch normalization layers in the model are replaced with
group normalization (GN) layers. For the grouping parameters
in the GN layer, the experimental results shown in Table 3
in [20] are considered, that is, when the number of channels
in each group is 16, the error rate is the smallest. Therefore,
when setting the number of groups of each GN layer, while
ensuring that the GN layer will not degenerate into Layer
Normalization [25], to the extent possible each group of the
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FIGURE 6. Orginal image of surface defects. (a) CO1_Forming Crack.
(b) C04_Uneven. (c) C06_Brown eye. (d) C08_Slag. (e) P23_Shrink Glaze.
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GN layer is made to contain 16 channels. When the channel
number of the input feature map is not divisible by 16, each
group is intended to contain 8 channels, and so on.

2) HYPERPARAMETERS OF RPN

Firstly, for the improved focal loss, the heatmap construction
method in [16] is considered, and « = 2, 8 = 4. Then, for the
sizemap loss weights Agizemap and the offsetmap loss weigths
Ao fsetmap» the setting method in CenterNet is considered,
hence )\.Yizemap = 0.1 and )\offsetmap =1

3) HYPERPARAMETERS OF DETECTION HEAD

The input feature map size of the detection head is set to
256*7*7 according to [21]. The positive and negative sample
thresholds are set to 0.5 and 0.45, respectively, which means
ROIs with foreground confidence higher than 0.5 are regarded
as positive samples, those lower than 0.45 are regarded as
negative samples, and all others do not participate in training.
The quantitative restriction hyperparameters of positive and
negative samples are set to 16 and 48, respectively, again
according to [21]. Since the proposed method is anchor-free,
RPN extracts fewer ROIs, and the above two hyperparameters
usually do not work in images with few defective objects.
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A. DATASET

In order to verify the effectiveness of the proposed method,
images collected by ourselves on an actual sanitary ceramics
production site were used to train and test the network. Specif-
ically, the six types of defects shown in Fig. 6 were used.
Before network training and testing, images were adjusted and
randomly cropped. Each defect category contains 998 images,
which are divided into training, evaluation, and test sets in
a ratio of 8:1:1 randomly. The whole test was carried out 5
times, and all samples in the test set have no intersection. The
results in Table 2. are the average of 5 tests.

For the details of how images are resized and randomly
cropped, let us take Fig. 6(a) as an example. In order to
efficiently train the feature extraction network, we need to
provide training objects with multiple sizes. Considering that
small objects are usually detected in feature layers with
large output size, the training objects for P3 layer should
be the smallest, and the smaller the output size of the fea-
ture layer, the larger the training object required. For an
object with a square bounding box, when the bounding box
size is 28%28, its pixel size in the P3 layer is 3*3, which
matches the size of the RPN convolution kernel, and we
call the object with 28*28 pixel size as ideal object for
P3 feature layer. But since the bounding box of the actual
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target is not necessarily a square, we take the diagonal
length as the benchmark for object scaling. Based on the
above reasons, the ideal object sizes corresponding to the
P3-P7 feature layers are 28%28, 56*56, 112*%112, 224*224 and
448*448, respectively, and the ideal object diagonal lengths
are 39, 79, 158, 316 and 633. Furthermore, to increase the
diversity of sample sizes, we add random Gaussian noise
(g(p, 0)) to the above ideal sizes. For the defect object shown
in Fig. 5a, its diagonal length is 505 pixels, so the five
scales of the image are (39/505) % (1 4 g(u, 0)), (79/505) %
(14 g(p, 0)), (158/505) * (1 + g(p, o)), (316/505) * (1 4
g(u, o)) and (633/505) * (1 + g(u, o)), where u =0, o0 =
0.05. Then the image is resized with above scales. Finally,
sub-images are randomly cropped up with a resolution of
512%512 (as shown in Fig. 7) from the scaled images, respec-
tively.

In addition, during network training all training data are
further enhanced by random rotation and color jittering. The
angle of random rotation can be 90°, 180°, 270°0r 0°. And
color jittering consists of a random sequence of changes in
brightness, contrast, and saturation.

B. MAJOR EXPERIMENTS

1) INDICATORS

The performance of the methods is quantified by coco evalu-
ation method [26]. In coco evaluation system, AP is the mean
average precision of all categories across 10 IoU thresholds,
and AP is the main indicator that determines the challenge
winner. AP is the mean average precision of all categories
when IoU is 0.50. The definition of AP is similar to that of
AP Apsmall j5 AP for small objects whose area is smaller
than 322 pixels. The area of medium objects is between 322
and 96 pixels. And the area of large objects is larger than
962 pixels. AR is the maximum recall given a fixed number
of detections per image, averaged over all categories and 10
IoU thresholds. So, AR! means the maximum recall when no
more than one object is detected per image. ARS™a ARmedium
and AR are the AP for small, medium, and large objects
separately.

The computation resource consumption is measured by
memory usage and floating-point operations. And the com-
putation resource consumption is considered in the inference
step.

2) DETECTION ACCURACY

The proposed method is compared with classic one-stage
(SSD, YOLO V3) and two-stage (Faster R-CNN) object de-
tection networks. The corresponding detection results are
shown in Table 2. The training loss is shown in Fig. 8 and
partial detection results are shown in Fig. 9.

It can be seen that in terms of AP the proposed method
outperforms Faster R-CNN by 85.1%, SSD by 35.0% and
YOLO V3 by 41.3%. It performs very close to SSD for
AP (11.5% lower) and ARS™! (2.4% lower). For all other
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FIGURE 8. Training loss. (a) RPN loss. (b) Head loss.

metrics, the proposed method outperforms the classic ones by
at least 15.4%.

3) DETECTION SPEED AND RESOURCE CONSUMPTION

The detection speed and resource consumption of the pro-
posed method have been experimentally evaluated in a hard-
ware platform consisting of an Intel i7-11700 CPU and an
NVIDIA GeForce RTX 2060 SUPER GPU with 8 GB of
memory. The software used was python3.7, pytorch1.9.0, and
torchvision0.10.0 over Windows 10.

Results are shown in Table 3. It can be seen that for image
size 512*512 and batch size 1, the detection speed of the
proposed method is 118.3%, 34.6% and 22.9% faster than
that of Faster R-CNN, SSD and YOLO V3, respectively.
Memory consumption is reduced by 46.2%, 67.2% and 8.4%,
respectively, compared to Faster R-CNN, SSD and YOLO
V3. Regarding the amount of network parameters, for the
proposed network is only 4.6% of that of Faster R-CNN,
25.3% of that of SSD, and 10.1% of that of YOLO V3.
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FIGURE 9. Detection results.

TABLE 3 Comparison of Computing Resource Consumption

Method FPS  GPU memory consumption  Parameters Weights GFlops  Batchsize  Input resolution
Faster R-CNN | 159 2135MB 136.73M 521.58MB 83.0 1 512%512
SSD 25.8 3506MB 24.64M 94.01MB 88.0 1 512%512
YOLO V3 28.4 1255MB 61.53M 234.74AMB 49.6 1 512%512
Our method 34.8 1149MB 6.24M 23.80MB 5.1 1 512*512

Finally, regarding the amount of floating-point operations, C. ABLATION EXPERIMENTS

the proposed method only needs to perform 6.1% of that of In order to verify the beneficial effect of the low-level mixed
Faster R-CNN, 5.7% of that of SSD and 10.2% of that of feature reclassification strategy on classification accuracy, ab-
YOLO V3. lation experiments were conducted. From the corresponding

VOLUME 3, 2022 481



HANG ET AL.: SURFACE DEFECT DETECTION IN SANITARY CERAMICS BASED ON LIGHTWEIGHT OBJECT DETECTION NETWORK

TABLE 4 Detection Head Ablation Experiments

Reclassification | AP AP0 AP aApsmall  pApmedium — pplarge — ART — ARI0O  ARIO0 — pARsmall— Agmedium A Rlarge
277 563 239 18.0 26.9 36.8 344 363 36.3 244 36.3 43.6
v 327 60.6 326 27.3 34.7 366 373 394 39.4 33.8 41.7 421

experimental results shown in Table 4, it can be seen that using
the reclassification strategy improves AP by 17.9%. It can be
clearly concluded that the reclassification strategy improves
detection accuracy.

V. CONCLUSION

A lightweight sanitary ceramics surface defect detection net-
work has been proposed in this article. The network uses
feature pyramid to achieve multi-scale objects detection, and
the anchor-free method to define ROIs. Higher classification
accuracy is achieved by adopting a low-level mixed feature re-
classification strategy. The network does not use fancy tracks,
and does not require elaborate anchor design or hyperparame-
ters tuning, which makes it easy to use. The experiments show
that compared to Faster R-CNN, it achieves 118.3% increase
in detection speed and 85.1% increase in AP with 46.2%
less GPU memory consumption and 93.9% less floating-point
operations. Compared to classic SSD method, the proposed
network achieves 34.6% increase in detection speed and
35.0% increase in AP with 67.2% less GPU memory con-
sumption and 94.3% less floating-point operations. Compared
to classic YOLO V3 method, the proposed network achieves
22.9% increase in detection speed and 41.3% increase in AP
with 8.4% less GPU memory consumption and 89.8% less
floating-point operations. These results demonstrate that the
proposed network can achieve real-time defect detection with
good accuracy and low computing resources consumption.
Therefore, it is very suitable for industrial detection scenarios,
as it achieves good detection results easily, fast, and at low
cost.
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