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ABSTRACT Bearing fault diagnosis is essential in manufacturing systems to avoid problems such as
downtime costs. Convolutional neural network (CNN) models have enabled a new generation of intelligent
bearing fault diagnosis methods for smart manufacturing owing to their capability to extract features for
2-dimensional (2D) representations, such as signals represented in the time-frequency domain. Nevertheless,
the cost and time required to collect sufficient training data tend to result in a lack of data and data
imbalance in real fault diagnosis scenarios. This inevitable consequence leads to a high misclassification
rate in conventional CNN models. In this study, to address this problem, we propose a novel effective
generative adversarial network (GAN)-based method for rolling bearing fault diagnosis in early-stage and
low rotational speeds based on data enhancement, which uses acoustic emission (AE) as a monitoring signal.
In the proposed approach, generator, discriminator, and fault classifier models are trained simultaneously
with the proposed strategy for updating parameters to avoid the gradient vanishing problem and outperform
conventional methods. The fault classifier was developed based on CNN models which are compatible with
2-D signal representations represented by a constant-Q transform. The results of experiments conducted
with unbalanced compound fault datasets verify the capabilities of the proposed method in various diagnosis
scenarios compared with traditional methods, including SVM, CNN, and DCGAN models.

INDEX TERMS Acoustic emission, bearing fault diagnosis, convolutional neural network, GAN, unbalance
data.

I. INTRODUCTION
Bearings play a critical role in rotating machinery and are
widely used in complex industrial equipment and systems,
such as engines, electrical motors, and wind turbines [1].
However, harsh working environments cause defects in
bearings, which leads to a high probability of incidents,
downtime, low production quality, and economic losses [2].
Thus, timely and accurate detection of rolling bearing failure
is essential to maintain the safety and stability of machinery
operations. In bearing fault diagnosis, the monitoring signals
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collected by sensors located throughout the machinery
convey bearing health information, which is then analyzed
to determine the bearing status. Conventionally, vibration
is the most common monitoring signal, which can provide
hidden information about local bearing damage such as
wear, fatigue pitting, or spalling. The collected monitoring
signals commonly comprise multicomponent data owing
to noise submersion in real working environments. Thus,
time-frequency domain methods have been widely utilized
compared to single-domain analysis (time- and frequency-
domains). They include empirical mode decomposition
(EMD) [3], independent component analysis (ICA) [4],
and synchronous wavelet transform (SWT) methods [5].
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Compared with conventional inspection methods based on
vibration, acoustic emission (AE) techniques have been con-
sidered promising candidates for system integrity monitoring
of rotatingmachines and bearings. Intuitively, the AE releases
strain energy caused by the initiation and propagation of
cracks [6]. This shows the advantage of detecting a range of
damage mechanisms in their early stages before they become
significant issues. Balderston et al. showed the limitation of
vibration signals compared to AE in terms of low rotational
speed where the energy impact is low [7]. Balderston used
two types of AE signals, including burst-type emissions to
detect element defects and continuous-type emissions for
the state of lubrication starvation. Rogers utilized AE-based
techniques to propose a monitoring method for bearings
cranes attached to gas equipment [8]. Based on statistics,
the kurtosis value was measured to detect the abnormal state
and specific location of cracks. The authors also claimed that
while vibration analysis is not appropriate in this application
for low operating speeds, AE analysis was nonetheless
informative in these cases. The AE signal was also found
to be compatible with online condition monitoring rather
than vibration. Another method proposed by Yoshioka and
Fujiwara found that the detection range of AE parameters to
be wider than that of vibration acceleration by conducting
an experiment with a bearing lubricated by machine grease
at a rotational speed of 660 RPM and a load 4.2kN [9].
In addition, Hawman and Galinaitis concurred with this
conclusion and explained that the AE bearing fault signals
are modulated at high frequency when it comes to AE
signals [10]. However, alongside these notable advantages,
some significant challenges remain to be addressed, such as
the overlapping signals of individual monitored components
(gears and bearings) and ambient noise. Thus, to improve the
capabilities of AE bearing fault diagnosis technologies at the
levels of individual components or machine systems to adapt
to unforeseeable circumstances, novel analysis methods are
required that are robust to various conditions and scenarios.

Regarding intelligent fault diagnosis, data-driven methods
have been brought to the attention of many researchers in
this field thanks to their high superiority of automation.
Han et al. proposed a method with high generalization capa-
bility that ensure to work with unseen working conditions
by regularizing both intrinsic and extrinsic generalization
objectives [11]. In recent years, the advent of deep learning
has advanced the field of fault diagnosis as the extension of
data-driven approaches [12], [13]. In particular, convolutional
neural networks (CNNs) have been widely utilized owing
to their capability to extract the features accurately and
automatically [14], [15]. Cao et al. proposed an unsupervised
domain-share CNN to extract domain-invariant features
for fault diagnosis in the conditions of varying rotational
speeds [16]. Zhou et al. proposed a fault diagnosis framework
based on Bayesian deep learning which help fault data to
be understandable and deal with the problems of domain
shifts [17]. Shao et al. proposed a method consisting of
parameter transfer and infrared thermal images for fault

diagnosis in variable rotating speeds [18]. Janssens et al.
proposed CNNs applied to a 1-dimensional signal in the
time domain, which automatically extracted and learned
the features of several bearing fault types and lubrication
degradation patterns [19]. Zhang et al. introduced a novel
CNN-based framework with techniques to enhance the anti-
noise and domain adaption ability, namely drop-out and
ensemble learning [20]. Other methods have utilized the
image processing capabilities of CNN models by combining
CNNs with signal 2-D representation. Ding and He proposed
an energy-fluctuating multiscale feature mining approach
with wavelet packet energy images and CNNs for spindle
bearings [21]. Wen et al. introduced a CNN method based
on Lenet-5 and conducted experiments on various datasets
of a bearing self-priming centrifugal pump and an axial
piston hydraulic pump [22]. Abdeljaber et al. proposed a
CNN-based method using 1D input data that combined
feature extraction and classification into a single block for
real-time diagnosis [23].

Supervised learning-based methods exhibit high accuracy,
assuming that sufficient training data are available, and
that data are balanced among categories. However, the
data acquisition process is costly and time-consuming in
real working environments. Therefore, the availability of
sufficient training data for faulty cases are typically limited.
Bearings operate primarily in the normal state; thus, the
amount of data collected in this state outweighs that of
faulty states. Many studies have been conducted to address
the problem of performing diagnosis using an unbalanced
dataset. Duan et al. combined a binary tree and support-vector
data description optimized using particle swarm optimization
to address the issues of unbalanced data [24]. Zhang et al.
proposed a diagnostic approach based on empirical mode
decomposition with a dynamic model built to generate fault
data and address the problem of data imbalance [25]. In 2014,
a novel approach for data enhancement, called generative
adversarial networks (GAN), was introduced, which provided
a new approach for various problems related to limited
training samples [26]. Wang et al. proposed a method
of constructing a discriminator for GAN models using a
stacked noise reduction automatic encoder for gearbox fault
diagnosis [27]. Han et al. used a CNN to establish a
generator and discriminator to alleviate segmented datasets
and improve model generation [28]. Nevertheless, previous
GAN-based methods commonly separate the training of the
model to generate supplementary samples and train the fault
diagnosis model. This leads to difficulties in handling the
accuracy of fault diagnosis tasks, which is the primary goal
of an intelligent factory.

To address these problems, in this study, we propose
a novel bearing fault diagnosis method that uses an
improved GAN and 2-D spectrograms of AE signals in
cases of unbalanced data and insufficient training samples.
The proposed generator and discriminator loss functions
are modified to avoid gradient vanishing problems and
trained simultaneously with the fault classifier using an
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appropriate scheme. In addition, from the perspective of high-
dimensional input data, CNN can be further adapted as a
bearing fault classifier to improve feature mining to achieve
accurate diagnosis in various scenarios, such as variable
rotational speeds, various crack sizes, various fault types, and
noise environments. The main contributions of this work are
summarized as follows.

1) A novel diagnosis based on an AE monitoring
signal is proposed to perform fault prediction at
an early stage and low rotational speeds, combin-
ing a time-frequency spectrogram representation by
constant-Q transform [29] and a GAN-based method.

2) A new GAN generator, discriminator, and classifier are
designed for bearing fault diagnosis under conditions of
insufficient training samples and data imbalance, which
alleviates the vanishing gradient problem.

3) We also establish a novel GAN training scheme that
updates a fault classifier model during training of the
generator and discriminator based on predetermined
conditions to improve the performance of the classifier.

The remainder of this study is structured as follows.
Section II provides an overview of GAN models and

the vanishing problem, Section III describes the proposed
GAN scheme and architecture for bearing fault diagnosis,
Section IV presents the proposed fault diagnosis process
based on an improved GAN, Section V describes the datasets
used for evaluations, as well as the experiments conducted
and their results, as well as some analysis; finally, Section VI
concludes the work.

II. RELATED PREREQUISITES
The proposed efficient method initially converts the raw AE
signals into time-frequency spectrogram images by using
CQT. Then, proposed efficient CNNs established by search
is adopted to extract the insight features of those images.
Finally, the conditions of bearing and fault types are classified
by using fully connected layers. This section reviews previous
works in this field of intelligent bearing fault diagnosis. Next,
the background about techniques adopted in our proposed
method is also introduced (CQT and efficient CNN design
techniques) with some highlighted advantages in efficiency.

A. GENERATIVE ADVERSARIAL NETWORK
A general GAN architecture is depicted in Fig. 1, which
consists of two main components, a generator G, and a
discriminator D. The generator feeds the random parameter
z ∈ Rd called a latent variable (where d is the number
of dimensions of variable z, and commonly, z ∼ N (0, 1)).
The fake sample is then generated by x ′ = G(z) to fool
the discriminator D into classifying it as true data. To
summarize, there is a min-max game between D and G
with the competition known as optimizing the loss function
L(D,G) with given real sample x:

min
D

max
G

L(D,G)

= min
D

max
G
{−Ex∼pr (x)[logD(x)]

−Ez∼pz(z)[log(1− D(G(z)))]}

= min
G

max
D
{Ex∼pr (x)[logD(x)]+ Ex∼pg(x)[log(1− D(x)]}

= min
G

max
D


∫
x

(pr (x) logD(x)+ pg(x) log(1− D(x)))dx


(1)

where E is the expectation, and pr , pz, pg are probability
distributions of x, z, x ′, respectively.

B. VANISHING GRADIENT PROBLEM IN GAN
The solution for this game is known as the Nash equilibrium,
which is the point at which the GAN model converges, and
neither D nor G can affect the result. From the loss function
in (1), max

D
L(D,G) can be expressed as [30]:

D∗(x) =
pr (x)

pr (x)+ pg(x)
(2)

By the found D∗, the min
G
L(D∗,G) can be then calculated

as:

min
G
L(D∗,G) = 2DJS (pr ||pg)− 2 log 2 (3)

where DJS is Jensen–Shannon divergence.
Therefore, the gradient of L is linear to the gradient ofDJS ,

which vanishes when the probability distributions of the real
and generated fake samples are significantly different in the
early training stage. The reason for this is formulated by the
following equation:

∇θgL(D∗,G) = ∇θg(2DJS (pr ||pg)) −→ 0 (4)

In contrast, a modified version of the loss functions of G
and D is defined as [31]:

min
D
L(D,G)

= min
D

{
1
2
Ex∼pr (x)[(D(x)− 1)2]

+
1
2
Ez∼pz(z)[(D(G(z))+ 1)2]

}
min
G
L(D,G)

= min
G

{
1
2
Ex∼pr (x)[(D(x))

2]+
1
2
Ez∼pz(z)[D(G(z))

2]
}
(5)

The solution for min
D
L(D,G) is found as:

D∗(x) =
pr (x)− pg(x)
pr (x)+ pg(x)

(6)

Then, min
G
L(D∗,G) is transformed as follows:

min
G
L(D∗,G) = χ2

Pearson(pr + pg||2pg) (7)

The Pearson χ2
Pearson divergence has ∇θgχ2

Pearson, which
is not asymptotically zero, even though the distributions of

78058 VOLUME 10, 2022



M. T. Pham et al.: Rolling Bearing Fault Diagnosis Based on Improved GAN and 2-D Representation

FIGURE 1. General GAN architecture.

FIGURE 2. Graphs of two types of functions: (a) Jensen–Shannon divergence,
(b) Pearson χ2

Pearson divergence.

the real samples and generated fake samples are significantly
different. Therefore, it helps to avoid vanishing problems
during the early training stage. Fig. 2 illustrates the graphs
of these two types of functions.

III. PROPOSED IMPROVED GAN FOR FAULT DIAGNOSIS
Data acquired from real industrial environments always
exhibit the problem of imbalance because normal bearing
conditions are the most common case. The cost and time
requirements of data acquisition are also high, which leads to
inefficiency in the conventional training strategy of intelligent
fault diagnosis methods. In this section, we present the
proposed improved GAN, which is designed to enhance
fault diagnosis under the mentioned conditions, in which
a generator, discriminator, and their loss functions are
newly designed. Furthermore, a fault classifier based on a
CNN model is also updated simultaneously by the scheme,
as shown in Fig 3.

A. STRUCTURE OF THE PROPOSED GAN-BASED FAULT
DIAGNOSIS NETWORK
To address gradient vanishing and control the GAN training
process for rolling bearing fault datasets, we propose
a GAN-based scheme consisting of three sub-models: a
generator G, a discriminator D, and a classifier C . Instead
of separating the fault classifier training stage from pseudo-
sample generation, at every iteration, the generator G feeds
on an input z′ (a concatenation of random variable z and
random pseudo-fault label yfake) to generate a fake sample
x ′ as output. Simultaneously, discriminator D is trained by
fake samples and real samples (each data sample and its

corresponding fault label are concatenated) to distinguish
between fake and real samples. In addition, the classifier C
is initially updated in a standard fashion by the available
real samples, whose quantity is low. It is then trained
by generating fake samples once the samples pass the
predetermined conditions. Adaptation of the conditional
GAN mechanism [32] produces labels for the generated
images. In this manner, the classifier performs a supervised
training process. Note that the generated images satisfying
predetermined conditions are utilized to train the classifier
immediately, which eliminates the step of saving newly
generated samples.

In a common GAN, binary cross-entropy (BCE) is used as
a generator and classifier loss function. However, given the
abovementioned disadvantages of BCE-based loss causing
gradient vanishing problems, we use the mean squared error
loss (MSE) instead. According to (7), the loss function based
on the L2 – norm helps mitigate the gradient vanishing
problem owing to the property of the Pearson χ2

Pearson
divergence.

The proposed GAN is used to solve a nonconvex
optimization problem by iteratively solving each individual
subproblem according to the gradient descent until an optimal
solution is obtained.

1) UPDATING DISCRIMINATOR D
The discriminator loss is defined as:

LD(x, z) = MSE(D(x ⊕ yreal), 1)+MSE(D(G(z′)⊕ yfake), 0)

(8)
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FIGURE 3. Proposed improved GAN architecture for bearing fault diagnosis.

where z′ = z ⊕ Embedding(yfake), MSE is the mean squared
error, L is the loss function, D is the discriminator, G is the
generator, z is a random vector, x is the real data labeled ytrue,
yfake is the generated label for fake data x ′ = G

(
z′
)
z(ytrue

and yfake are fault-type labels), and ⊕ is the concatenation
operator.

The defined discriminator loss indicates that the loss
function includes two components. The former updates the
discriminator on real data, which refers to real label 1,
whereas the latter trains the discriminator on fake data, which
refers to fake label 0.

2) UPDATING GENERATOR G
The loss of the generator is defined to indicate that the
generated sample is real; therefore, its loss is simply
calculated by the difference between the output of the
discriminator fed by the fake sample and real label 1:

LG(z) = MSE(D(G(z′)), 1) (9)

where z′ is calculated from z and yfake, which are randomly
generated in each iteration. The embedding of yfake acts as a
supplemental feature indicating the belonging category of the
generated sample, x’.

3) UPDATING CLASSIFIER C
Eventually, the loss of classifier is defined as:

LC = CE(C(x), yreal)+ λ× CE(C(G(z′)) > t, yfake)

(10)

where C is the classifier, CE is the cross-entropy loss, t is the
predetermined threshold of the prediction confidence, and λ
is the adversarial weight (unsupervised loss weight).

Similar to the loss of the discriminator, LC consists of
two components updated by real samples and fake samples

consecutively. The first component is supervised loss, which
is calculated based on standard cross-entropy. The second is
unsupervised loss, which is calculated once the probability
of prediction is higher than a predetermined confidence
threshold t . Owing to the low quality of the generated
images in the early stage, the confidence threshold t is
necessary to prevent a misleading update in the classifier.
The value of the unsupervised loss is the cross-entropy
between the predictions provided by the classifier for the
given fake data and the corresponding fake labels. Moreover,
unsupervised loss weight λ is used to control the influence
of unsupervised learning, which we focus on less here
because unsupervised learning plays a minor role as a
supplement for supervised learning.

B. MODEL ARCHITECTURE
In this section, the proposed architectures for the classifier
C , generator G, and discriminator D are introduced. The
backpropagation algorithm updates all models with the
support of Adam optimization during the training process,
as suggested by [33]. First, the model of classifier C
was constructed based on consecutive basic blocks which
are designed based on CNN layers and shortcut or skip
connections. The advantages of shortcut connections include
capability to address feature degradation problems, providing
better performance and efficiency (without requiring addi-
tional computational complexity and parameters) compared
to other plain networks. Moreover, batch normalization is
applied after every convolutional layer to perform a type
of coordinated rescaling of the corresponding convolutional
layer output.

Fig 4 illustrates the backbone of the proposed classifier
architectureC , and Table 1 lists the configuration of classifier
C in detail.
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FIGURE 4. Proposed architecture based on basic blocks for classifier C:
(a) basic block 1, (b) basic block 2, (c) the general model architecture
where a×b Conv: convolutional layer with kernel size a×b, BN: Batchnorm
operation, ReLU: rectified linear unit function, FC: fully connected layer.

TABLE 1. Configuration Of the architecture of classifier C.

FIGURE 5. Proposed generator and discriminator architectures: (a)
generator, (b) discriminator, where Do denotes drop-out operator, and the
last number in each layer denotes the number of output neurons.

The generator and discriminator were built from common
deep neural network (DNN) layers. LeakyReLU(0.2) (leaky
rectified activation with factor 0.2), which maintains a
negative value, is used as the activation instead of ReLU to
work well. The final output of the generator is applied to the

Tanh function to scale the output values to the range
[−1, 1], which has been shown to yield image quality [34].
The architectures of the generator G and discriminator D
include consecutive layers, as shown in Fig. 5.

IV. GENERAL PROCEDURE OF THE PROPOSED METHOD
This section describes the entire proposed fault diagnosis
process based on a GAN model, including AE data acquisi-
tion, signal preprocessing, the construction of theGAN-based
model, as well as testing, and visualization of the results.

In this study, a novel GAN-based strategy for rolling
bearing fault diagnosis with monitoring signals represented
by 2-dimensional spectrogram images is proposed. The
framework of the proposed method consists of bearing AE
data acquisition, signal preprocessing, construction of the
bearing fault diagnosis model, and testing and visualization
of the results, as shown in Fig. 6. The general procedure is
summarized as follows.
Step 1: Acquire AE monitoring signals that contain

information on bearing health in various statuses (mostly in
the normal state) under various working conditions using data
acquisition systems.
Step 2: Segment the acquired AE signals by a fixed-length

window (0.05 s) [34], and then convert each segment into
a spectrogram image using a constant-Q transform (CQT),
as shown in Fig. 7.

2-D spectrograms of time-frequency data have been
shown to be advantageous when representing nonstationary
signals. Among the methods used to convert the signals
from time domain to time-frequency domain, constant-Q
transform, a variant of wavelet transforms, is an efficient
and effective method owing to their changeable resolutions
in variable frequency bands. Indeed, the lower frequency
bands containing useful information about bearing state
have higher resolution compared to higher frequency bands
where high-frequency noises occur. The CQT configuration
is based on the following major factors: (1) window functions
gk , which are real-valued even functions. In the frequency
domain, the Fourier transform of gk is defined in the interval
[−Fs/2,Fs/2];(2) the sampling rate ωs; (3) the number
of bins per octave, and (4) the minimum and maximum
frequencies, ωmin and ωmax, respectively. After conversion
into a spectrogram, all non-informative borders are removed
before scaling to an image size of 32 × 32 by bilinear
interpolation.
Step 3: Construct and train the models from the spec-

trogram dataset created using the proposed GAN strategy
to update D, G, and C , as described in section III. After
sufficient iterations, the training process ends once classifier
C converges.
Step 4: Calculate the performance of the established model

of classifier C using the testing set according to the metrics
and visualize the features to ensure the interpretability of the
method using t-SNE [35] and LIME [36].

With regards to metrics of evaluation, sensitivity was one
of the essential metrics to compare diagnostic performances.

Sensitivity =
NTrue_Positive

NTrue_Positive + NFalse_Negative
× 100(%)

(11)
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FIGURE 6. General procedure of the proposed method.

where NTrue_Positive is the number of correctly predicted
samples in a specific class and NFalse_Negative is the number
of incorrectly predicted samples in a specific class.

ACA =

∑
Sensitivity∑
NClasses

(12)

Subsequently, the effect of z dimensions on the generated
samples is also considered by using the QS score, which is
based on the IS score [37]. A pre-trained classifier C using
only a real dataset is used to measure the average distance
between the label distribution p(y|x ′) (less entropy to indicate
high confidence) and marginal distribution p(y) (high entropy
to indicate high diversity in generated samples), where y is
the label predicted by the pre-trained classifier C. Therefore,
with a smaller QS score, a worse generator is established.

QS(G) = exp(Ex∼pg(x)DKL(p(y)||p(y|x))) (13)

where DKL is Kullback–Leibler divergence.

V. EXPERIMENTS AND ANALYSIS
This section introduces the datasets and describes the exper-
iments conducted to evaluate and verify the effectiveness of
the proposed method. The results were also compared and
analyzed to demonstrate the performance of the proposed
method under various scenarios.

A. DATASET
As shown in Fig. 8, the AE data were acquired from an
experimental testbed consisting of a three-phase induction
motor, a gearbox, and a load (an adjustable blade). The

TABLE 2. Bearing specification and FCFs.

motion of the motor was transferred directly to the gearbox
(damping ratio of 1.52:1), where two shafts were attached
to the cylindrical bearings (FAG NJ206-E-TVP2). The non-
drive-end shelf continued to transfer motion to the load via
a belt and pulleys. Specifically, the monitoring bearing was
attached to the non-drive end shaft.

For the data-acquisition system, a wideband AE sensor
(PAC WSα) was mounted on the monitoring bearing. The
signals from the AE sensor were captured by a PCI-2 based
board at a sampling rate of 250 kHz. The frequency range
of the AE sensor was 100–900 kHz, the peak sensitivity
was −62 dB, and the directionality was ±1.5 dB. The range
of the frequency response was between 1 kHz and 3 MHz,
and the resonant frequency was 650 kHz. The specifications
of the experimental bearing and its fault characteristic
frequency (FCF) are shown in Table 2.

Various types of bearing faults were created using diamond
cutting of different sizes at different positions on the bearing
(Fig. 9). We initially prepared two primary datasets, A and B,
from the data acquired from these seven types of faults and
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FIGURE 7. Spectrograms of fault types at various crack sizes (3mm to 12mm) and variable rotational
speeds (250 RPM to 500 RPM) created by constant-Q transform.

FIGURE 8. Data acquisition system and experimental testbed.

FIGURE 9. Rolling bearing fault types: (a) outer race defect (ORD), (b) inner race defect (IRD), (c) roller defect (RD), (d) inner
and outer race defect (IORD), (e) outer race and roller defect (ORRD), (f) inner race and roller (IRRD), (g) inner race, outer race,
and roller (IORRD).

from the normal state. The samples in training, validation,
and testing were independent. In both datasets, the training
samples were from signals acquired at rotational speeds
of 300, 400, and 500 RPM. Samples for validation and
testing were obtained from signals acquired at rotational
speeds of 250 rpm, 350 rpm, and 450 RPM. Although most
traditional fault diagnosis methods do not analyze variable
rotational speeds using the prepared datasets, the proposed

method may be observed under different rotational speeds.
Dataset A consists of eight classes (seven fault types of
crack size 3 mm, and normal state), and dataset B consists
of 22 classes (seven fault types, three crack sizes (3 mm,
6 mm, and 12 mm) for each type of fault, and normal
state).

Table 3 shows the imbalance and the low number of
samples of faulty states compared to normal state samples
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TABLE 3. Primary datasets A and B.

TABLE 4. Down-sampling datasets created from datasets A and B.

because most of the bearing normally works in reality. From
primary datasets A and B, four down-sampling datasets
of each (A1 to A4 and B1 to B4) were created with the
number of samples, as shown in Table 4 (the ratio of samples
between classes was kept unchanged). Despite of the steady
ratio of imbalance, the extremely low number of samples
in fault classes (dataset A1 and B1) are also used to verify
the extreme cases of imbalance because any increase of
normal-state samples cannot enhance the performace of the
model.

B. METHODS FOR COMPARISON
To demonstrate the effectiveness of the proposed GAN
method, the experimental results were compared with several
state-of-the-art algorithms used for intelligent fault diagnosis.
All experiments were conducted using a computer system
consisting of 1 GPU GeForce RTX 2080 Ti with a training
batch size of 64. To minimize specificity and chance,
experimental results were calculated on average after ten
repetitions.

a) Support-vector machine (SVM) [38]: The typical
method for supervised classification problem by finding the
separating hyperplane for two categories of samples with the
largest margin. Typically, this method is only compatible with
low noise and a low number of features.

b)CNN-based Lenet-5 [22]: one of the earliest and simplest
CNN models, a type of feed-forward neural network adopted
for image data.

c)Using only classifier C : the proposed CNN-based model
C was used to train directly without a GANmodel to compare
the effect of GAN methods on low-sample datasets.

d)DeepConvolutional GAN (DCGAN)-basedmethod [33]:
A popular GANmethod for image data in which the generator
and discriminator are built based on CNN layers and with the
same classifier C, is used to compare the results of the GAN-
based method.

C. CONVERGENCE ABILITY OF THE PROPOSED
GAN-BASED METHOD
The experiment was conducted using Dataset A4. The change
curves of the loss function values are shown in Fig.10. With
regard to G and D, the data values experienced significant
fluctuations during the iterations and tended to be more
stable in the later period. Classifier C exhibited overfitting
at an early stage owing to the lack of data diversity. After
approximately 20 epochs, both the training and validation
curves converged with high accuracy.

In addition, we measured the training time after some
epochs with the corresponding achieved validation accuracy,
as shown in Tables 5 and 6, when training with datasets
A1 and B1, respectively. In comparison, with dataset A1,
the model training process using only classifier C and
DCGANconverged after approximately 50 epochs (11.7min)
and 100 epochs (23.3 min), respectively. With dataset B1,
the model using only classifier C and DCGAN required
80 epochs (25.1 min) and 190 epochs (60.16 min), respec-
tively, to converge.

Fig. 11 illustrates the images generated in a batch by the
generator of two GAN-based methods on a 5-epoch basis.
Intuitively, samples generated by the proposed GAN method
represent features better and closer to the real samples than
those generated by the DCGAN method.
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FIGURE 10. Loss curves and accuracy curves of the proposed GAN-based method during the training stage.

FIGURE 11. Spectrograms in a batch of 64 samples during training process: (a) spectrogram batch generated by the
proposed GAN-based method, (b) spectrogram batch generated by DCGAN, (c) a batch of real sample spectrograms.

TABLE 5. Training efficiency of the proposed method with dataset A1.

TABLE 6. Training efficiency of the proposed method with dataset B1.

D. DIFFERENT INPUT DIMENSION AND VARIANCE
To study the effects of noise on the proposed GAN
performance, we fixed the architectures of generator G and
discriminator D of the proposed GAN, varied the dimension
of noise z, and observed the QS value on classifier C trained
using Dataset A. The results in Fig. 12 show that the QS
score is low in the range of 15 to 25 but does not change
significantly for the other. Because the generator G does
not feed z directly as input (concatenated with a fake label
vector), the low dimension of zmay still ensure the creation of

FIGURE 12. QS scores achieve by varying the dimension of z.

high-quality fake samples. We choose the dimension of noise
z as 10, which is sufficient for a good performance.

E. COMPARISON ACCURACY
To further demonstrate the performance of the proposed
method, we conducted a number of experiments on variants of
dataset A using the methods introduced in Section B. As may
be observed in Table 7, the ACA of the SVM exhibited
a failure in diagnosis even with the number of samples
in dataset A, owing to the complicacy of fault features.
Among the CNN-based methods, two methods based on the
GAN strategy show the highest accuracy, especially in the
low-sample dataset A1. The proposed method outperformed
the others by reaching 99.79% with dataset A1 and 100%
with the other variants of dataset A. Moreover, between
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TABLE 7. Performance comparison of approaches in various datasets of fault type diagnosis.

TABLE 8. Performance Of the proposed method on variants of dataset B.

FIGURE 13. Confusion matrix of the result with dataset A1 by using the
proposed method.

the two GAN-based methods, the convergence ability of
the proposed method was significantly improved. However,
because the last three models in Table 7 use only classifier C
in the inference stage, the computational complexity (number
of MACs) and the number of parameters were the same.
Therefore, the GAN strategy did not affect the computational
overhead.

To comprehensively evaluate the performance of the
proposed GAN method, Fig. 13 depicts the confusion matrix
for the diagnosis task for Dataset A1.Whereas each row of the
confusionmatrix represents a specific predicted bearing state,
each column shows the corresponding true bearing state.
Among the classes’ accuracies, the value for ORD reached
98.33%, whereas the model achieved 100% accuracy for all
the others.

To verify the ability of the proposed GAN-based method
to perform the complicated task of diagnosis, which not only
classifies the fault type but also the level of degradation,
we conducted experiments using variants of Dataset B (The
class name is an abbreviation of fault type and the length of
the corresponding crack size.). There is a similar pattern of

accuracy in the variants of Dataset B; the accuracy decreases
according to the decline in the number of samples. The
lowest accuracy was 94.54% for dataset B1, as listed in
Table 8. In addition, the confusion matrix in Fig. 14 illustrates
that there were two classes of faults that were difficult to
recognize (IRRD, IORD) in an early stage when the crack
size was small (3 mm length), whereas the others achieved
100% accuracy.

F. FEATURE VISUALIZATION AND FEATURE
INTERPRETABILITY
The result of Dataset A1was randomly selected to analyze the
feature extraction capability of the proposed method. In an
effort to enhance the interpretability of the proposed deep
learning-based method, which is normally treated as a black
box machine learning model, we introduce results obtained
by adapting the local surrogate model, namely, the local
interpretable model-agnostic explanation (LIME). LIME
generates a variant of an image by segmenting the image into
superpixels and turning these pixels off or on. Thus, it can
calculate and weigh the effect of a superpixel according to
the corresponding proximity to the instance of interest. The
results in Fig. 15 show the most important areas of the input
samples of different bearing states, which are highlighted
inside the yellow borders. LIME allows explanations to be
depicted directly on image samples. Moreover, T-distributed
stochastic neighbor embedding visualization (t-SNE) was
performed using the feature distribution illustrated in Fig. 16.
It may be observed that the samples tend to separate after
each block layer. After the last block, each fault-type class
is well clustered. These results demonstrate the powerful
classification of the proposed approach.

G. FAULT DIAGNOSIS UNDER NOISE ENVIRONMENTS
Experiments were conducted to validate the stability of the
proposed method in noisy environments using dataset A1.
We emulated the real noise environment by adding white
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FIGURE 14. Confusion matrix of the result with dataset B by using the proposed method.

FIGURE 15. Model interpretability with LIME for classifier C in various
fault samples: (a) IRD, (b) ORD, (c) RD, (d) IORD, (e) IRRD, (f) ORRD,
(g) IORRD, (h) Normal state.

noise to the monitoring signals at various levels. In reality,
when AE signals are collected, the threshold voltage for

TABLE 9. Diagnosis ACA under various Snr with dataset A1.

signals is often set to shield the environmental noise; thus,
once the energy of the AE signals and the noise are of
the same order of magnitude, the signals will be unable to
trigger the threshold voltage, resulting in the failure to collect
effective signals [39].

Therefore, we consider the positive signal-to-noise ratio
(SNR) values with the SNR calculated as follows:

SNRdB = 20 log(Psignal/Pnoise) (14)

The results in Table 9 and Fig. 17 show that the diagnostic
performance of the proposed methods gradually decreased
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FIGURE 16. Feature visualization by t-SNE by using classifier C trained by
the proposed method: (a) the first basic block, (b) the second basic block,
(c) the third basic block, (d) the last basic block.

FIGURE 17. Fault classification result of each under various SNR with
dataset A1.

with increasing noise power, but even at a high noise level, the
accuracy was higher than 92.2%. The lack of training samples
had a negative impact on these cases.

VI. CONCLUSION
In this study, we proposed a GAN-based method with AE
monitoring signals represented in a 2-D spectrogram for
bearing fault diagnosis under various conditions, including
variable rotational speed, various crack sizes, and fault types.
The proposed architectures and training scheme enhance the
performance of the CNN-based classifier comparedwith low-
sample, imbalanced, and noisy datasets. In the proposed
framework, real monitoring segments are initially converted
into spectrograms by CQT, which are the form of data
used for the training process. The results of experiments,
t-SNE, and LIME visualization show that the form of signal

representation is appropriate to reveal hidden fault features
in different bearing statuses and under variable working
conditions. Furthermore, the effectiveness of the GAN-based
method on 10 variants of experimental datasets outperformed
that of conventional deep learning methods (SVM and CNN)
and previous DCGAN methods in the absence of training
data and data imbalance. The improved GAN-based method
achieved high accuracy and rapid convergence. This provides
a promising new approach for intelligent factories to adopt
in real working environments. In future work, we intend
to expand the scope of experiments on different machinery
systems and develop a more powerful architecture to verify
the feasibility of using a limited number of samples to achieve
high accuracy and high efficiency in other applications.
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