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The timing structure of multiple successive radar pulses constructs
a high-dimensional pattern for intercepted pulse trains, which is called
as pulse repetition interval (PRI) pattern. By treating the radar as a
machine that uses differently permuted pulses to communicate with
surroundings, this pattern acts as the grammatical structure of its
language. Compared with the discrete PRI set that is conventionally
used for pulse train description, PRI pattern contains richer and more
condensed structural information about radar pulse train, which is
helpful for pulse deinterleaving and radar recognition. This article
introduces the semantic coding theory to reveal and reconstruct PRI
pattern from the intercepted radar pulse train. We first define the
coding complexity of a pulse train, which is divided into two parts: 1)
the complexity of encoding a PRI pattern dictionary with each element
consisting of several successive PRIs; and 2) encoding the intercepted
pulse train based on this dictionary. The coding complexity is then
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minimized by optimizing the components in dictionary, and the PRI
timing patterns are finally obtained from the dictionary when the min-
imization is reached. The effectiveness of semantic coding model and
PRI pattern reconstruction method is verified in the simulation part.

I. INTRODUCTION

Pulse repetition interval (PRI) pattern of radar refers
to a permutation of differential time-of-arrival (DTOA)
extracted from several successive pulses with time-domain
repetition regularity. It is a structural characteristic with
high dimension in the pulse train, including the particular
values, ordering, and switching law of PRIs. Among them,
PRI values reflect the detection distance and platform of
emitters to a certain extent, the ordering reflect signals’
timing structure, which is required by online deinterleaving
[1] and recognition [2], and the switching law, also known
as PRI modulation type, indicates working modes of radar.
For conventional radars using fixed and staggered PRIs [3],
a complete PRI pattern is the basic temporal structure of
pulses that repeats periodically all through the pulse train.
For multifunction radars, PRI patterns are defined according
to the frequently-used pulse episodes having determined
interpulse DTOA sequences. In contrast, conventional radar
signals account for a large proportion of the intercepted
data because regular PRI patterns are widely used in radar
systems to reduce the cost. Therefore, it is necessary to
reconstruct PRI patterns of the conventional radar by ana-
lyzing its pulse train.

PRI pattern reconstruction comes from the previous
tasks of PRI estimation [4]–[6] and PRI modulation recog-
nition [7], [8]. PRI values and their modulation types are
important characteristics of emitters, which are obtained
noncooperatively for deinterleaving and recognition in elec-
tronic support. However, due to the serious parameter over-
laps in intercepted pulse train, only obtaining discrete PRI
values cannot meet the requirements of rapid and accurate
deinterleaving. In addition, agile, fixed, stagger, and other
PRI modulations are identified to judge radar working
modes in the past. However, some new radars [9] can work
under fine-grained parameters with the same modulation
type but different parameters to meet different working
modes. Compared with the discrete PRI values and several
PRI modulation types, PRI pattern is a higher-dimensional
characteristic. For instance, under the radar’s PRI pattern of
[PRI1, PRI2, PRI3], the discrete values {PRI1, PRI2, PRI3}
from conventional statistic methods is a 1-D description of
the intercepted pulse train. In contrast, PRI pattern recon-
struction can obtain [PRI1, PRI2, PRI3], including PRI val-
ues and their structural relationship. This high-dimensional
feature can make up for the shortcomings of the above PRI
values and modulation type, and eliminate the influence of
parameter overlap and data noise on online deinterleaving
and accurate identification. Therefore, we expect to auto-
matically reconstruct the PRI pattern from the actual pulse
train containing various data noises.

PRI pattern reconstruction refers to extracting the high-
dimensional timing feature from the intercepted pulse train
without prior information. Its output has wide adaptability
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for signal-processing tasks such as deinterleaving [1], [4],
[5] and recognition [2], [7], [8], [10], [11]. In the field
of pulse deinterleaving, common methods [4]–[6] exploit
discrete PRI values obtained mainly by statistics to dein-
terleave pulse trains. However, the statistical methods can
only adapt to simple PRI signals and have poor robustness to
parameter overlap. In [1], an automata model deinterleaves
pulse trains online and in parallel through fine modeling
of radar PRI patterns. Following this model, the online
and parallel structure of the automata improves the dein-
terleaving efficiency, but the needed PRI pattern is hard to
obtain. PRI pattern reconstruction proposed in this article
could act as the previous operation to provide a priori PRI
pattern for the automata. Besides, intrapulse and interpulse
modulations [7], [8], [10]–[14] support the recognition of
radar working modes and types. However, the research
on interpulse modulation mainly lies in the recognition of
several modulation types with little research on complete
modulation. The PRI pattern, including the values, ordering,
and switching laws of PRIs, is a higher-dimensional feature
and can widely reflect the information of emitter’s type,
working mode, platform, and so on. Therefore, PRI pattern
reconstruction can provide essential support for various
recognition problems of radar.

The high-dimensional characteristics of PRI pattern
make it more difficult to reconstruct, and there are few
studies regarding the same. One of the typical and latest
methods [15] introduces frequent items and expands them
to reconstruct the PRI pattern. Although such a method real-
izes the reconstruction of PRI patterns, it is impractical since
it sets many subjective parameters and does not apply to
complex PRI modulation types. In addition, neural networks
have been extensively adopted to learn the PRI pattern from
intercepted pulse train. Patterns stored in the neural network
have achieved excellent performance in deinterleaving [16]
and identifying [17]. However, the neural-network methods
require considerable time and workforce to label the data,
and the obtained PRI pattern is not interpretable.

In this article, we propose a PRI pattern reconstruction
method based on semantic coding. A coding complexity
is initially defined as the sum of the coding complexity of
dictionary and that of encoding the intercepted pulse train
based on the dictionary. Then, a semantic coding model is
established and the first-order DTOA set of the pulse train is
encoded by distinguishing single pulses and pulse groups.
The coding model is optimized to minimize the coding
complexity, and finally, the PRI pattern is obtained from
the optimized dictionary set. This method can process pulse
trains automatically and involve relatively few subjective
parameters to regulate the entire coding process, which
shows increased applicability and usefulness.

The rest of this article is organized as follows. Sec-
tion II formulates the PRI pattern reconstruction problem.
Section III establishes the coding model and defines the
coding complexity. In Section IV, rules for optimizing the
coding are made. Numerous simulations are conducted in
Section V. The results are provided together with analyses.
Finally, Section VI concludes the article.

Fig. 1. Schematic diagram of pulse train.

II. FORMULATION OF PRI PATTERN ANALYSIS
PROBLEM

Time-of-arrival (TOA) is one of the pulse description
words directly measured from the intercepted pulse train.
DTOA set can replace TOA sequence to represent pulse
train with the complete information of TOA and less redun-
dancy. Therefore, it is convenient for PRI pattern recon-
struction. The pulse train in the following refers to DTOA
sequence.

A. Concept and Meaning of High-Dimensional Repeti-
tion Features

As mentioned above, PRI pattern reconstruction aims
to obtain a combination of multiple successive PRIs that
can reflect the temporal structure stored in the intercepted
pulse train. For example, we may intercept such a complete
DTOA set as {a, b, c, a, b, c, . . ., a, b, c} under stagger PRIs
[a, b, c]. If the number of repetitions is n, it can be described
as [a, b, c]n and the repeated unit [a, b, c] is targeted PRI
pattern, i.e.,

{a, b, c, a, b, c, . . . , a, b, c} → [a, b, c]n. (1)

Intuitively, this representation of high-dimensional feature
is more compact and accurate than other representation
methods (e.g., [a, b, c, a, b, c]

n
2 and {a, b, c}). Such an ex-

pression is often applied in compression coding issues.
The high-dimensional feature is the timing structure of

the intercepted pulse train. Compared with the typical PRI
set obtained through conventional statistical methods, the
PRI pattern can distinguish more details in applications
such as pulse train analysis and emitter recognition. For in-
stance, when pulse trains of {a, b, c, a, b, c, . . ., a, b, c} and
{a, c, b, a, c, b, . . ., a, c, b} from two radars are intercepted,
the typical PRI value set {a, b, c} easily misjudges the two
radars as one, while the reconstructed PRI patterns [a, b, c]
and [a, c, b] with high dimensions can directly distinguish
the two radars. Furthermore, the high-dimensional temporal
characteristic can act as valuable information for deinter-
leaving complex signals with complex PRI modulation [1]
and pulse group recognition [2] of multifunction radars.

B. Model of Intercepted Pulse Train

The PRI pattern to be reconstructed is retained in the
DTOA sequence of intercepted radar signals. If pulse trains
are as pure as (1), PRI patterns can be reconstructed intu-
itively. However, this is not as simple as it seems. Data noises
such as missing and interferential pulses cause the directly
computed DTOAs to vary from true PRIs. Fig. 1 illustrates
the DTOAs of intercepted radar pulse train and PRIs of radar
transmitted pulses. In this figure, solid rectangles represent
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Fig. 2. Schematic diagram of intercepted pulse train.

pulses of the radar with third-order stagger PRIs, while
dotted rectangles represent missing radar pulses caused by
antenna scanning, signal propagation, and other factors.
Furthermore, interferential pulses, involving pulses from
other emitters or noises, are represented by higher solid
rectangles.

Fig. 2 shows the real situation of intercepted pulse train
in Fig. 1 without indicating missing or interferential pulses.
Formula (2) is the digital representation of the intercepted
pulse train. Without prior knowledge, the PRI pattern cannot
be directly obtained

{DT OA1, DT OA2 · · · , DT OAi, . . . , DT OAend} . (2)

The DTOA set is very lengthy with a large amount of
pulses in the intercepted pulse train. We hope to express
the pulse train in an intuitive form as in (1). If a simple
symbol can represent the PRI pattern, i.e., a = [a1, a2, a3]
(ai is the repetition value), the complete pulse train y can be
expressed as (3). While in Fig. 2, the intercepted pulse train
with noises is incomplete and can only be represented as a
mathematical (4)

y = |a1, a2, a3|a1, a2, a3| · · · = aa · · · a (3)

y = a1, a2, a3, a1, �1, �2, · · · = aa1�1�2 · · · (4)

where� indicates a DTOA that is not equal to any PRI value.
In the absence of prior information, the pulse train can only
be represented by the left part of (4). In that case, each pulse
must be coded individually, resulting in an extremely long
coding length of the pulse train. While the pulse train is
compressed to the right form of (4), the coding structure is
simpler, and we can get the existing PRI pattern intuitively.
It is a compression coding process from left to right in (4).

It should be mentioned that this article does not consider
errors in the theoretical portion to clarify the model. Still,
measurement errors in simulation section are comprehen-
sively considered to simulate the real scene accurately.

As indicated from the above model of an intercepted
radar pulse train, a compact and efficient repeating pattern
with finite order is implied in the lengthy DTOA sequence.
Once the pulse train is compressed properly, the PRI pattern
could be reconstructed intuitively, and its redundancy can
be greatly simplified.

III. SEMANTIC CODING MODEL OF PULSE TRAIN

Compression coding is a technique for removing redun-
dancy in both space and time, and it can make the data’s
structure clearer by composing frequently-occurring pulse
groups into a dictionary set. As a long sentence of radar
communicating with surroundings, the pulse train could
also be expressed by coding. If pulse groups with frequent
occurrence in pulse train are encoded as dictionary elements

and represented by simple symbols, the redundancy of the
radar pulse train can be significantly decreased. The radar
PRI pattern happens to be the most structural and frequent
pulse group in the pulse train. According to Occam’s razor
principle [18] (also known as simplicity principle), when
the dictionary set can be well geared into the PRI pattern,
the coding of the pulse train should exhibit minimal com-
plexity. In other words, the process of compression coding
is just that of PRI pattern reconstruction. This process was
termed semantic coding to distinguish common pragmatic
coding. In another finding of authors, the semantic model
is utilized to analyze the structure of multifunctional radar
pulse trains in basic scenarios [19]. The semantic coding
model for conventional radar pulse trains with missing and
interferential pulses will be presented in this section.

The semantic coding model of the intercepted pulse
train can fall into two phases depending on the content of
data compression: 1) Building a coding dictionary; and 2)
encoding the pulse train based on the dictionary. The model
is expressed as follows:

� = {D, S(y; D)} (5)

where D denotes the dictionary set.

D =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a = a1, a2, . . . , aend

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

a1 + a2, a3, . . . , aend

a1 + a2 + a3, . . . , aend
...

a1, . . . , aend−1 + aend

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

b = a2, a3, . . . , aend

c = a1, . . . , aend, aend+1
...

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

·

(6)
Assuming that the intercepted pulse train is complete

and noise free, the sole element in its encoding dictionary
set should be the PRI pattern according to the simplicity
principle. However, due to missing and interferential pulses,
the encoding dictionary set also covers partial and extended
pulse groups of the radar’s PRI pattern, as indicated in (6).
To introduce more single pulses to form pulse groups, the
semantic coding model encodes incomplete pulse groups
with missing pulses on the base of there complete structure.
In other words, after a certain pulse in the complete pulse
group is lost, a subgroup is formed, as shown in Fig. 3. If an
n-order pulse group is coded as a, n-1 bits are added after a
to indicate whether the n-1 internal pulses are lost (0 means
lost, 1 means not lost). For a three-order PRI pulse group
demonstrated in Fig. 3, there are three distinct combinations
after adding two supplementary bits to a (the right part of
Fig. 3). Three subgroups and one complete group are all
represented by the identical element a in the dictionary set,
i.e., a ⇒ {a, a01, a10, a00}.

In (5), S(y; D) indicates the coding of the pulse train
based on the dictionary set D, e.g., the left form of (4) is
expressed as a simpler right form according to the dictionary
set (6).

The coding complexity criteria [20] is used to assess the
complexity of encoding a pulse train in this work. It consists
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Fig. 3. Missing pulse coding rules.

of two parts: 1) the complexity of forming a dictionary set;
and 2) that of encoding the pulse train based on dictionary,
as expressed below

c = cD + cS (7)

where the complexity cD of encoding the dictionary de-
pends on the number of PRI values contained in it, and the
calculation formula is

cD =
⎛
⎝

J∑
j=1

I j

⎞
⎠ × c0 (8)

where J represents the number of elements in the dictionary
set; I j is the number of DTOAs covered in the jth dictionary
element; c0 denotes the code length of a single DTOA, and

c0 = ⌈
log2 (DT OAmax/δ)

⌉ + 1 (9)

where �a� means to take the smallest integer not less than
a; δ is the quantization unit of the pulse interval, which
is determined by the resolution requirement of DTOA;
DT OAmax is the maximal setting value of the DTOA. When
the pulse interval exceeds this value, the pulse train is split
into two segments to encode in case of DTOA with very
high order. “1” represents the coding type prefix symbol of
the DTOA code hereafter to distinguish the single pulses
and pulse groups in the coded pulse train (single pulse is 0,
coded pulse group is 1).

The coding complexity cS of pulse train y based on the
dictionary set D is

cS =
⎛
⎝

J∑
j=1

Nj

⎞
⎠ ×

⎛
⎝

J∑
j=1

Nj

Nsum
log2(Nj/Nsum) + 2

⎞
⎠

+
J∑

j=1

I∑
i=1

ni j · b j + Nres × c0 (10)

where

Nj represents the frequency of the jth dictionary element
in the pulse train y. The more frequent the element,
the shorter its code length will be;

Nsum = ∑J
j=1 Nj refers to the total occurrence times of

all dictionary elements in the pulse train;

Fig. 4. Semantic coding of pulse train.

∑J
j=1(Nj/Nsum)log2(Nj/Nsum) is the average code
length of a pulse group symbol [21];

“2” can be expressed as “1+1,” respectively, correspond-
ing to the coding type prefix symbol (to distinguish
the pulse group and single pulse) as well as the miss-
ing pulse indication symbol (to distinguish whether
it is a group with missing pulses);

the average code length of pulse groups multiplied
by the total number of pulse groups is the coding
complexity of all pulse groups in the pulse train;

ni j is the frequency of the ith pattern in the jth dictionary
element appearing in the pulse train;

b j is the number of supplementary symbols in the ith
dictionary element;

Nres denotes the number of uncoded pulses which need
to be encoded in the form of single pulses in the
pulse train. Nres is multiplied by the code length c0

of a single pulse to determine the code length of
remaining pulses;

by adding the code length of pulse groups and that of sin-
gle pulses, the complexity cS of encoding the pulse
train y based on the dictionary set D is determined.

Subsequently, the sum of cS and coding complexity cD

of dictionary set is the total complexity c of the intercepted
pulse train, corresponding to (7).

Here is a toy example to illustrate the above radar
pulse coding rules. Set the maximal allowable DTOA is
1 ms and the quantization unit length is 1 μs, then, the
code length of a single DTOA is c0 = �log2(1 ms /1 μ

s)� + 1 = 11. It is assumed that the dictionary set only
contains a dictionary element a = [230, 330, 250] with
its three subgroups: a01 = [230, 580], a10 = [560, 250],
and a00 = [810]. The dictionary set is encoded as a ⇒
0. Then, a hypothetical pulse train with nine DTOAs
{230, 330, 250, 230, 580, 100, 150, 560, 250} is encoded,
and its symbol expression is aa01�1�2a10 including three
pulse groups and two single pulses. Its encoding process
is shown in Fig. 4. Among them, two single pulses (�1 =
100 μs , �2 = 150 μs) are encoded as 00001100100 and
00010010110, respectively, and the first “0” indicates the
single pulse type. In addition, the complete pulse group a
is encoded as “100” with the first bit “1” indicating that the
coding type is pulse group, and the second bit “0” indicating
no missing pulse. Other incomplete pulse groups have two
supplementary symbols, indicating the position of pulse
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Fig. 5. Semantic coding optimization flowchart.

loss, which are 11010 and 11001, respectively. Lastly, the
coding result of the pulse train is 100 | 11010 | 00001100100
| 00010010110 | 11001, and the original pulse train can be
uniquely determined by such coding. Before encoding the
pulse train with dictionary, its complexity is 9 × 11 = 99,
while its total complexity turns out to be 68 (cS is 35,
and cD is 33) based on dictionary. Although establishing
dictionary set increases a small amount of complexity, the
three repetitions of the dictionary element still reduce the
overall complexity. As suggested from the above example,
the semantic coding model can remove the redundancy of
the pulse train to reconstruct its PRI pattern. Furthermore,
the longer the intercepted pulse train, the better the com-
pression effect will be.

IV. CODING MODEL OPTIMIZATION FOR PRI PAT-
TERN RESTRUCTION

Following Occam’s razor principle, the dictionary set
should be gradually established to minimize the coding
complexity. PRI pattern can be obtained in the final dictio-
nary. Specific optimization rules are recommended in this
section as shown in Fig. 5.

As shown in Fig. 5, PRI pattern reconstruction from the
intercepted pulse train requires the following five processes.

1) Extract frequent items to provide processing objects
and eliminate the influence of interferential pulses.

2) Frequent items are encoded into the dictionary set,
and the dictionary set with single-order DTOA ele-
ments is established.

3) The elements of the dictionary set are concatenated
to extend the element order.

4) Residual elements in the dictionary set are deleted
to keep the dictionary simplest.

5) PRI pattern extraction.

Specifically, the steps 2), 3), and 4) can be collectively
referred to as the update process of the dictionary set, and

all should calculate the total coding complexity change �c
as the operating criterion.

A. Frequent DTOA Set Extraction

Frequent item refers to the DTOA whose frequency
exceeds the preset threshold [19]. The common frequent
items involve radar PRI values and high-order DTOA values
generated by missing pulses.

For a DTOA set of the pulse train y, the DTOAs in it are
clustered at a certain error limit and a frequent itemset can
be obtained as follows:{

DT OAi, Mi,
{
h(i)

m

}
m=1,··· ,Mi

,
{
t (i)
m

}
m=1,··· ,Mi

}
i=1,··· ,I

(11)

where

I represents the number of frequent DTOA items, and
each subscript i corresponds to a frequent item;

DT OAi is the differential time-of-arrival corresponding
to the ith frequent item appearing Mi (Mi > M0)
times in the pulse train. The value is obtained by
numerical clustering and calculating the average
value;

the head pulse sequence numbers of pulse pairs that
combined into the frequent item DT OAi constitute
the set {h(i)

m }m=1,···,Mi , and the tail pulse sequence
numbers constitute the set {t (i)

m }m=1,···,Mi [6].

To automate the coding optimization process and sim-
plify the setting of subjective parameters, this article sets the
proportional parameter k to make the threshold M0 adaptive,
i.e., M0 = k · Mmax (Mmax denotes the frequency of the most
frequent DTOA).

Accordingly, high-order DTOAs (the difference of two
pulse sequence numbers � > 1) could also be obtained,
which can help to eliminate the effect of interferential
pulses. However, they lead the head and tail pulse sets
to cover numerous repetitive pulses to form DTOAs of
different orders. For example, h(i)

m = 1 and t (i)
m = 2 form

DT OAi (one-order), h(i)
m = 1 and t (i)

m = 3 form DT OAj (two-
order), and the same head pulse forms different DTOAs.
DT OAj is the high-order DTOA value across one pulse.
This high-order DTOA across pulses will upregulate the
number of imcomplete pulse groups caused by missing
pulses and affect the encoding. To control the DTOAs
caused by missing pulses from being supplemented by the
DTOAs across pulses, the frequent item set should satisfy

∏
i, j=1,···,I

i �= j

∏
m=1,···,Mi
n=1,···,M j

(h(i)
m − h( j)

n )(t (i)
m − t ( j)

n ) �= 0 (12)

where I denotes the total number of frequent items; Mi and
Nj are the total number of pulse pairs of the ith and jth
frequent items, respectively.

In other words, a principle is followed that two frequent
DTOA items cannot have the identical head or tail pulse
according to (12). Then, the repetitive pulses in the small
DTOA set are retained, and those in the large DTOA set are
removed.
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Fig. 6. Flowchart of encoding frequent items into dictionary.

Extracting frequent items can improve the efficiency of
constructing the dictionary set by filtering processing ob-
jects. Moreover, DTOAs produced by interferential pulses
are extremely difficult to cluster into frequent items, thus,
eliminating the effect of the interferential pulse on encoding.

B. Updating of Dictionary Set

The encoding dictionary set records structurally strong
and frequently-occurring pulse combinations in the pulse
train. During the model optimization, a principle of min-
imizing the total coding complexity is followed and the
dictionary set is updated in the order of elements addition,
concatenation, and deletion as follows:

1) Encode every frequent item into the dictionary set
and the complexity change �ci is computed. In each
iteration, only the frequent item with the greatest
complexity reduction is encoded, as expressed below

imax = arg max
i

�ci

Dnew = {
Dold, DT OAimax

}
. (13)

Repeat this process until the complexity is not de-
creased. A flowchart of encoding frequent items to
the dictionary is shown in Fig. 6.

2) Concatenate the dictionary elements to extend them.
Any two items Di and Dj are traversed and concate-
nated according to the identical head and tail pulses.
The total complexity reduction �ci, j is computed
after the concatenation. Finally, the two dictionary
elements with the maximal complexity decrease are
concatenated, referring to (14). It is noteworthy that
the leftover pulses of the two dictionary items are
retained in the dictionary set for subsequent connec-
tions

imax, jmax = arg max
i, j

�ci, j

Dnew = {Dres, [Dimax, Djmax ]}
(14)

where Dres indicates the remaining dictionary set
after removing the concatenated dictionary items.
Such a procedure is repeated till the complexity stops
decreasing as shown in Fig. 7.

Fig. 7. Flowchart of concatenating dictionary elements.

3) Delete residual dictionary elements. There are many
residual items in the dictionary set after concatena-
tion. Traverse the dictionary element Di to calculate
the reduced complexity �ci after it is deleted. Lastly,
the element with the maximal complexity reduction
is deleted from the dictionary set. This operation is
similar to encode frequent items into a dictionary and
is designed to make the dictionary set more compact.

C. PRI Reconstruction

After establishing the dictionary set with minimal com-
plexity, the PRI pattern should be selected from the dic-
tionary set. According to Occam’s razor principle[18], the
dictionary element with the simplest structure and the most
frequent occurrence in the dictionary set should match the
PRI pattern, represented as

jmax = arg max
j

I j∑
i

Mi, j

Dend = Djmax

(15)

where Mi, j denotes the frequency of the ith subgroup in the
jth dictionary element; I j indicates the number of subgroups
in the jth dictionary element, including both the missing
pulse patterns and the complete pattern, as seen in Fig. 3.

As may be seen, relatively few subjective variables are
involved in the above processes. When a pulse train is en-
tered, the semantic coding model automatically compresses
its coding and reconstructs the conventional radar’s PRI
pattern. In fact, the semantic coding theory can also be
extended to radars with more complex PRI patterns, such
as multifunction radar [19].

V. SIMULATION

In this section, simulations are performed to verify the
performance of proposed semantic coding method for PRI
pattern reconstruction. The influence of real-world factors
and adaptability to complex PRI pattern are also analyzed.
Due to the complexity of PRI pattern reconstruction, there
are few studies that are consistent with the background of
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this article. The method of frequent item extraction and
expansion proposed in the literature [15] (hereafter referred
to as frequent term extension method) is the latest related
study, and it has good results in relatively simple PRI
patterns, which is very worthy of comparison.

The simulation falls into five parts: The first part in-
troduces the setting of simulation parameters. The second
part gives an example to illustrate the process of PRI pat-
tern reconstruction. The third and fourth parts compare the
performance of the proposed method (hereafter referred to
as semantic coding method) and frequent term extension
method [15] affected by real-world factors. The fifth part
explores the adaptability of this method to more complex
PRI modulation types and higher-order PRI patterns.

A. Parameter Settings

When exploring the influence of missing and interfer-
ential pulses, two distinct stagger PRI patterns are em-
ployed, i.e., a basic pattern [230,330,250] and a complex
pattern [300,300,330,630]. The simpler one is third-order
stagger repetition. If the complex PRI pattern is expressed
as [PRI1, PRI2, PRI3, PRI4], it exhibits the following prop-
erties:

PRI1 = PRI2 (16)

PRI2 + PRI3 = PRI4. (17)

When frequent items are obtained through clustering,
the recurrence of the identical repetition values causes two
parts of pulses to fall into the same category, according to
(16). In that case, these pulses should be distinguished by the
pulses before and after. Since the second and third repetition
values total equal the fourth repetition value according to
(17), the high-order repetition value produced by missing
pulses will be confused with the actual fourth repetition
value, thereby complicating analysis.

PRI modulations of stagger, slide, dwell, and switch are
set as follows when exploring the adaptability of proposed
method.

1) Set the measurement error of TOA to comply with
the normal distribution (error ∼ N (0, 0.2)).

2) Maximal DT OAmax is 2 ms.
3) The time of the quantization unit δ is 1 μs.
4) The ratio threshold of frequent items is 0.1.

Reconstruction accuracy is utilized to measure the re-
constructing ability, which is defined as

Reconstruction accuracy = correct times

simulation times
· (18)

Correct times add 1 when the reconstructed result
matches the true PRI pattern in both values and their con-
nection structure.

B. Verification of PRI Pattern Reconstruction Ability

The actual repetition pattern of the radar pulse train is
[230, 330, 250] at this part. To present the semantic coding
process more accurately, the number of missing pulses

and interferential pulses is set to 0. The total number of
intercepted pulses is 100. Table I lists the iterative changes
made to the encoding dictionary set. The results maintain
two decimal places.

Without data noise, the frequent items are extracted as
three PRI values {230, 250, 330}, and they all appear 33
times in the pulse train. In the second column of Table I,
frequent items are first encoded into the dictionary set one by
one according to Fig. 6 and (13), and after three iterations, a
dictionary set containing three frequent items gets formed.
Subsequently, the dictionary elements in the dictionary set
are concatenated according to Fig. 7 and (14). [330.00] is
first connected to [250.00], and then, [230.00] is connected
in front of them. A dictionary set with only one element
is developed. Lastly, no residual dictionary element should
be deleted. It is still emphasized that each action needs to
reduce the coding complexity. The final dictionary element
([230.00, 330.00, 250.00]) is consistent with the radar PRI
pattern.

C. Influence of Missing Pulse Rate and Pulse Number

The missing pulse rate is set to 0–0.7, the number of
intercepted pulses is 100 and 300, and no interferential pulse
is set. The semantic coding method and the frequent item
extension method [15] are tested 100 times to calculate the
reconstruction accuracy as shown in Fig. 8.

Fig. 8(a) shows that when the missing pulse rate does
not exceed 50%, the semantic coding method can achieve
an analysis accuracy approaching 100% even if only 100
pulses are intercepted. With the continuous increase of
the missing pulse rate, the accuracies of the two methods
drop. However, the semantic coding method constantly
outperforms the frequent item extension method under the
same conditions. Under a pulse missing rate of 0.7 and
100 intercepted pulses, the frequent term extension method
loses its reconstruction ability, whereas the semantic coding
method can still achieve an analysis accuracy of 55%.

It can be seen from the results in Fig. 8(b) that under a
complex radar PRI pattern, the reconstruction capabilities
of the two methods significantly decrease. However, the
semantic coding method outperforms the frequent item
extension method with a maximum lead of 40%.

Based on the above results, the proposed method is
superior to the frequent item extension method under the
influence of missing pulses. Especially in the case of less
intercepted pulses and more complicated PRI pattern, the
comparison is better.

D. Influence of Interferential Pulse Ratio and Pulse
Number

100 and 300 effectively intercepted pulses (pulse train
that removes interferential pulses) are set respectively in
this section. The ratio of the interferential pulse is set to
0–1, the missing pulse rate is locked at 0.5, and the arrival
time of interferential pulses is uniformly distributed. The
reconstruction accuracies after 100 repeats are presented in
Fig. 9.

400 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 59, NO. 1 FEBRUARY 2023



TABLE I
Iterative Establishment of Dictionary

E i represents the ith dictionary element.
F i represents occurrence times of the i th dictionary element in pulse train.

Fig. 8. Pattern reconstruction accuracies in case of different pulse
missing rates. (a) PRI pattern [230, 330, 250]. (b) PRI pattern [300,

300, 330, 630].

According to Fig. 9, whether the PRI pattern is simple or
complex, and whether the number of effectively intercepted
pulses is more or less, the semantic coding method does not
show sensitivity to interferential pulses. As the interferential
pulse ratio increases from 0 to 1, the analysis accuracies
constantly oscillate in a small amplitude. In contrast, when
the number of intercepted pulses is 100, the reconstruc-
tion accuracies of the frequent item extension method

Fig. 9. Pattern reconstruction accuracies in case of different
interferential pulse ratios. (a) PRI pattern [230, 330, 250]. (b) PRI

pattern [300, 300, 330, 630].

significantly decline as the ratio of interferential pulses
increases. In addition, the frequent term extension method
can achieve similar results to those of the semantic encoding
method only in the case of sufficient intercepted pulses
(300 in this simulation) and the simple PRI.

E. Adaptability to PRI Modulation Types and PRI Values

To further demonstrate the adaptability of semantic cod-
ing method in this article, this part studies the influence of
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Fig. 10. Pattern reconstruction results under different orders and types.

different types and orders of PRI. In this part, no interferen-
tial pulse is set, and the missing pulse rate is 0.3. The results
are shown in Fig. 10. In Dwell and Switch 1, there are 2–3
dwells and no limit on the number of switches in a cycle,
such as PRI patterns of five-order [200,200,250,250,250]
and six-order [200,200,250,250,300,300]; Dwell and
Switch 2 means that there are only two PRI values and there
is no limit to the number of dwells, such as the six-order
PRI pattern [200,200,200,250,250,250].

As can be seen from Fig. 10, the semantic coding method
is adaptive to more complex PRI modulations because they
are periodic in pulse train. In comparison, the reconstruction
effect of dwell and switch is poorer, which is due to the
confusion caused by the repetition of PRI values, which is
similar to the complex PRI pattern [300, 300, 330, 630]
in parts C and D. The results of stagger and sliding are
similar. When intercepting 500 pulses, the semantic coding
method can obtain a reconstruction accuracy about 50%
for the eleven-order PRI pattern. When 1000 pulses are
intercepted, the reconstruction accuracies of stagger and
slide modulations are more than 70%.

The semantic coding method also has good adaptability
to high-order PRI patterns. When the number of intercepted
pulses is 500, the reconstruction accuracy reaches more than
90% for PRI patterns with seven PRIs; when intercepting
1000 pulses, the proposed method can obtain an accuracy of
more than 90% for the nine-order PRI patterns and improve
about 20% for eleven-order PRI patterns. With the increase
in the number of intercepted pulses, PRI pattern is more
significant in the intercepted pulse train, and it is easier to
reconstruct its real PRI pattern for the proposed semantic
coding method.

VI. CONCLUSION

This article presents a semantic coding method to re-
construct PRI pattern from intercepted radar pulse train
with data noises. In the proposed method, semantic coding
theory is introduced to establish a coding dictionary set
for encoding the pulse train. According to the principle of
Occam’s razor, we compress pulse train coding and select
the most frequent element in dictionary as the PRI pattern.

At last, the proposed method realizes the high-accuracy
PRI pattern reconstruction in the case of complex data.
Simulation results are as follows:

1) First, the semantic coding method is adaptive to var-
ious periodic PRI patterns, including stagger, slide,
dwell, and switch, etc.

2) Second, when the missing pulse rate does not ex-
ceed 50%, it has little effect on the reconstruction
accuracy. Otherwise, the reconstruction accuracy
decreases seriously. The reconstruction accuracy of
simple PRI modulation is close to 100% when miss-
ing pulse rate is 0.5.

3) Third, the semantic coding method is robust to inter-
ferential pulses, thereby improving the tolerance of
PRI pattern reconstruction in complex electromag-
netic environment.

4) Finally, the semantic coding method is also adaptable
to high-order PRI patterns, but it needs to intercept
sufficient pulses. In order to make the reconstruc-
tion accuracy reach 90%, 500 pulses need to be
intercepted for seventh-order PRI pattern and 1000
pulses are needed to be intercepted for ninth-order
PRI patterns.
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