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Abstract—Micro-expressions (ME) are a special form of facial expressions which may occur when people try to hide their true feelings
for some reasons. MEs are important clues to reveal people’s true feelings, but are difficult or impossible to be captured by ordinary
persons with naked-eyes as they are very short and subtle. It is expected that robust computer vision methods can be developed to
automatically analyze MEs which requires lots of ME data. The current ME datasets are insufficient, and mostly contain only one single
form of 2D color videos. Researches on 4D data of ordinary facial expressions have prospered, but so far no 4D data is available in ME
study. In the current study, we introduce the 4DME dataset: a new spontaneous ME dataset which includes 4D data along with three
other video modalities. Both micro- and macro-expression clips are labeled out in 4DME, and 22 AU labels and five categories of
emotion labels are annotated. Experiments are carried out using three 2D-based methods and one 4D-based method to provide
baseline results. The results indicate that the 4D data can potentially benefit ME recognition. The 4DME dataset could be used for
developing 4D-based approaches, or exploring fusion of multiple video sources (e.g., texture and depth) for the task of ME analysis in
future. Besides, we also emphasize the importance of forming a clear and unified criteria of ME annotation for future ME data collection
studies. Several key questions related with ME annotation are listed and discussed in depth, especially about the relationship between
AUs and ME emotion categories. A preliminary AU-Emo mapping table is proposed with justified explanations and supportive
experimental results. Several unsolved issues are also summarized for future work.

Index Terms—4D, action unit, dataset, emotion, facial expression, micro-expression, multimodality

1 INTRODUCTION

ACIAL expression is one major form that people convey
Fand perceive emotions. Facial expression recognition has
been a popular research topic in computer vision for over
twenty years ever since Picard proposed the concept of
affective computing in her book [1]. However, not all emo-
tions are shown on the face in all occasions, and ordinary
facial expressions only allow us to understand emotions on a
coarse and superficial level. Under certain circumstance, peo-
ple may intentionally hide their true emotion for some pur-
pose, e.g., to avoid bad consequence or to deceit. There is one
special form of facial expression, i.e., the micro-expression
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(ME), which may occur when people try to suppress their
natural facial expressions but fail, and some are leaked out
and briefly shown in the form of ME. The study of ME origi-
nated from psychology from 1960’s [2] and got attention of
computer vision field only from about ten years ago. Com-
pared to ordinary facial expressions (a.k.a macro-expression),
MEs are much shorter, i.e., 1/25 to 1/2 second (the precise
length definition varies [3], [4], but ‘no longer than 1/2 sec-
ond’ is commonly agreed), and the intensities of the move-
ments are very subtle [5].

The main motivation for automatic ME analysis is that, as a
fleeting subtle motion MEs are difficult for ordinary people to
perceive with naked eyes [6], and it is expected that computer
algorithms could help capturing and recognizing MEs and
allow machines to interpret human emotions at a finer level.
There are similarities between ordinary facial expression rec-
ognition and ME recognition, but the task of ME analysis is
facing some special challenges: 1) lack of data, as inducing
and labeling are difficult and time consuming, which both
require expertise; 2) controversial data categorization; 3) brief
movements with extremely low intensity, which makes the
recognition task difficult. We were one of the earliest groups
to work on these ME challenges, and collected the first sponta-
neous ME dataset in 2011, i.e., the SMIC [7]. Several other ME
databases were built and shared in the following decade,
including, CASME [8], CASME 1I [9], CASME? [10],
SAMM [11], MEVIEW [12], and MMEW [13], which are the
pillars for the progress of this research topic so far.

However, there are several constraints for the current ME
databases. 1). The size of each dataset is comparatively small,
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e.g., of a few hundreds of ME samples. This is mainly due to
the enormous difficulties in inducing and collecting the MEs
samples, as well as the tremendous efforts required for anno-
tation. Arguably, more data are needed to develop advanced
automatic ME analysis methods, especially when employing
modern machine learning models that are usually data-hun-
gry. This leads to the second problem, that is, 2) the criteria of
ME labeling is ambiguous and inconsistent between different
datasets which makes it difficult for data merging. Although
researchers rely on the Facial Action Coding System (FACS)
to label action units (AU), but there are no clear rules about
mapping of AUs (or AU combinations) to ME emotion cate-
gories; 3). Current ME datasets lack data variety, i.e., most
datasets only contain one form of videos, which is 2D, high-
speed color video (except the SMIC which also contains near
infrared videos) of frontal faces. The monotonous data format
has limited the applications of existing MEs methods, which
merely function in perfectly frontal faces and completely fail
on near-frontal or profile faces. On the other hand, due to a
lack of 4D data, fundamental research on the 3D dynamics of
MEs cannot be undertaken.

Different from the situation in 4D MEs, there are several
large scale multimodal 4D datasets for ordinary facial
expressions Compared with traditional 2D videos, dynamic
3D videos (referred to as ‘4D’ thereafter) could provide
richer information to facilitate computer vision based analy-
sis. With the fast development of 3D imaging technology in
recent years, it is now possible to record and reconstruct
high fidelity 3D facial videos with high frame rate. The
number of ordinary facial expression datasets containing
4D data is increasing, such as the BP4D-Spontaneous [17],
BP4D+ [18], and 4DFAB [19] datasets. Accordingly, several
methods have been proposed which utilize 4D inputs or fea-
tures for facial expression recognition, such as Dynamic
Geometrical Image Network (DGIN) [20], Collaborative
Cross-domain Dynamic Image Network (CCDN) [21], and
Multi-View Transformer (MiT) [22].

Generally speaking, 4D data can facilitate the task of facial
expression recognition in the following aspects. First, 4D
facial data can be rendered back to the image space in arbi-
trary views, which can help alleviate the self-occlusion prob-
lem (e.g., facial movements are at the invisible side of the
face) in traditional 2D videos. Second, 4D data also allows
combining color and texture information with depth or 3D
shape information, which are very helpful to deal with prob-
lems caused by head motions and lighting changes.

Compared to ordinary FE recognition, ME recognition is
a more challenging task as MEs are more subtle and often
only involve unilateral movements, e.g., slightly raised
outer eyebrow on one side of the face, which might be
completely invisible in 2D video but visible in 4D sequence
(as we have an ear-to-ear reconstruction of the face). 4D
data can provide possibilities to explore 4D-based
approaches for achieving more robust performance for ME
analysis. Meanwhile, it is also noticed that 4D data has its
own special challenges, e.g., the artefacts introduced during
the reconstruction process, which might hinder the analysis
of such subtle movements of MEs. Therefore we cannot sim-
ply assume existing 4D-based FE recognition methods will
also work well for ME recognition, and special methods
need to be developed and tested on 4D data of MEs.
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In this paper, we advance the research of automatic 4D
MEs analysis with several contributions:

1) A new 4DME dataset is introduced, which contains
multimodalities of traditional 2D grayscale videos,
RGB videos, depth videos, and 4D videos of sponta-
neous MEs. Five categories of emotion labels and 22
AU labels are provided.

2) Several issues of ME labeling are discussed, espe-
cially about the relationship of action unit (AU) labels
and ME emotion categories. A preliminary ‘AU-Emo’
correspondence table is summarized and proposed
for ME labeling with supporting evidences.

3) We evaluate multiple methods for ME recognition
on 4DME dataset, including both 2D-based methods
and 4D-based methods. Preliminary findings indi-
cate advantage of 4D-based approach. The results
could work as baselines for future comparisons.

We believe this study can contribute to the ME study
community not only by providing a new ME dataset, but
also by initialising and promoting discussions to clarify ME
categorization and its relationship with AUs, so that there
will be clearer rules to follow for future ME data labeling
and fusion.

2 RELATED WORK

2.1 ME Datasets

The progress of research methods in one field is largely
dependent on available datasets. Unlike the field of ordi-
nary facial expression research in which many large scale
datasets of various forms are available (e.g., CK+ [23], and
BP4D [17]), current publicly released ME datasets are still
limited.

One major challenge is that MEs are difficult to induce,
and the earliest ME datasets are posed ones including
Polikovsky’s database [24] and USF-HD [25], which were
collected by asking participants to act or mimic fast facial
expressions. The posed datasets were helpful at the earliest
stage when the topic of ME recognition was newly intro-
duced to the computer vision field and there was no data
available. However, posed expressions cannot represent the
actual characteristics of spontaneous expressions occurred
involuntarily in natural scenes as they differ on both spatial
and temporal dimensions.

Later studies all focused on spontaneous MEs and several
spontaneous ME datasets were built so far, including
SMIC [14], CASME [8], CASME 1I [9], CAS(ME)* [10],
SAMM [11], MEVIEW [12], and MMEW [13]. One popular
approach for inducing spontaneous MEs is by asking partici-
pants to watch emotional movie clips and hide their feelings
by keeping a neutral face, which was adopted by most of
these datasets, except the MEVIEW dataset which contains
videos of poker players on TV shows. Details of these sponta-
neous ME datasets are summarized in Table 1. It can be seen
that most ME datasets contain 100 to 300 samples which are
much smaller than the scale of ordinary FE datasets. One
dataset is not sufficient especially for training deep neural
networks. In the ME Grand Challenge (MEGC2019) [15] the
organizers proposed the idea of composite dataset, which
was essentially merging CASME II, SAMM and SMIC to
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TABLE 1
Spontaneous Micro-Expression Datasets
Database Subjects ME video clips Annotations
: Number MultiEth | Number  Resolution  Framerate = Modality Emotion category AU category
16 164 640 x 480 100 HS (RGB) Pos (51) Neg (70) Sur (43)
SMIC [14] 8 Y 71 640 x 480 25 NIR Pos (28) Neg (23) Sur (20) None
8 71 640 x 480 25 VIS (RGB) Pos (28) Neg (24) Sur (19)
640 x 480 60 Hap (5) Dis (88) Sad (6) Con (3) Fea (2)
CASME [8] 19 N 195 1980 % 720 60 RGB Ten (28) Sur (20) Rep (40) 12+
CASME 1I [9] 26 N 247 640 x 480 200 RGB Hap (33) Sur (25) Dis (60) Rep (27) Oth (102) 11+
CAS(ME)? [10] 2 N 57 640 x 480 30 RGB Pos (8) Neg (21) Sur (9) Oth (19) 28
SAMM [11] 32 N 159 2040 x 1088 200 Grayscale Hap (24) Ang (20) Sur (13) Dis (8) Fea (7) Sad (3) Oth (84) ALL AUs
MEVIEW [12] 16 N 29 720 x 1280 30 RGB Hap (4) Ang (1) Sur (9) Dis (1) Fea (2) Unc (7) Con(5) 7
MMEW [13] 36 N 300 1920 x 1080 90 RGB Hap (36) Ang (8) Sur (89) Dis (72) Fea (16) Sad (13) Oth (66) 17
640 x 480 100
Composite ME [15] 68 Y 442 640 x 480 200 RGB Pos (109), Neg (250), and Sur (83) 27
2040 x 1088 200
640 x 480 100
. Neg (233) Pos (82) Sur (70)
Compound ME [16] 90 Y 1050 640 x 480 200 RGB 27
2040 % 1088 200 PS (74) N S (236) PN (197) NN (158)
1200 x 1600 60 4D
640 x 480 60 Grayscale Neg (127) Pos (34) Sur (30) Rep (6)
4DME 56 Y 1068 640 x 480 30 RGB PS (13) NS (8) RS (3) PR (8) NR (7) Oth (31) 2
640 x 480 30 Depth

! Modality: RGB indicates 2D color videos; NIR indicates 2D near infra-red videos; HS indicates 2D high-speed videos.

2 MultiEth: whether subjects are of multiple ethnicities.

3 Pos: Positive; Neg: Negative; Sur: Surprise; Hap: Happiness; Dis: Disgust; Rep: Repression; Ang: Anger; Fea: Fear; Sad: Sadness; Con: Contempt; Unc:
Unclear; Oth: Others; PS: Positively surprise; NS Negatively surprise; PN: Positively negative; NN: Negatively negative;
 There are inconsistent statistics in literatures. Numbers here are according to the original papers or the downloaded data files.

generate a larger dataset for model training and evaluation.
Nevertheless, the fusion of different datasets is quite difficult
and ineffective, as the induced spontaneous expressions can
be quite complex and the labeling criteria is often inconsis-
tent between datasets. Zhao and Xu [16] proposed to adopt
the concept of compound facial expression [26] for ME recog-
nition, which allows and emphasizes the co-existence of mul-
tiple emotion categories of each ME, e.g., happily surprised,
or fearfully surprised, and a compound ME dataset CMED
was introduced which summarized five original ME datasets
of SMIC, CASME, CASEME II, CAS(ME)?, and SAMM.

2.2 2D ME Recognition Methods
Various methods have been proposed so far including both
traditional feature descriptors which were explored in ear-
lier stage, and deep neural network approaches that thrive
in recent years. Traditional approaches [27], [28], [29] usu-
ally involve one or more feature descriptors plus one classi-
fier for the ME recognition task. The most popular
descriptors are spatio-temporal features, include LBP [30],
HOG [31] and optic flow [32]. Several special processes
were also explored and added to the approach to counter
for the challenges of MEs, e.g., a temporal interpolation or
normalization process [33] was used to deal with short and
unequal duration of the MEs, and a video motion magnifi-
cation approach [34] was introduced to magnify the subtle
movements of MEs to boost the recognition performance.
As the fast progress of deep learning methods, researchers
started to explore deep network-based approaches since
2016 [35], [36] for the ME recognition task. Inspired by works
in ordinary FE recognition studies, most studies explored
CNN or RNN based approaches. Nonetheless, due to the scar-
city of ME data, early deep-based models [28], [37] struggled
to compete with traditional approaches. As more efforts were
made in the following years to gather more data and to specif-
ically tailor the networks for MEs domain, several promising
solutions started to emerge. First, there are large-scale ordi-
nary facial expression datasets, and the knowledge learned

from those datasets can be leverage to improve ME recogni-
tion performance by transfer learning. Currently, several
transfer learning methods have been applied for robust ME
recognition, including fine-tuning [38], [39], knowledge distil-
lation [40], [41], and domain adaptation [42], [43], [44]. Sec-
ond, since MEs may only involve local regional motions [45],
it is crucial to selectively highlight the corresponding regions
of interest (ROI) [46], [47]. Attention modules were employed
in several studies [48], [49], [50], [51], [52] in various forms,
which were demonstrated to be an effective solution for
selecting ROIs and enhance the ME representation. Further-
more, an ME may contain multiple facial movements (AUs),
and the latent semantic information among these local move-
ments could be helpful to improve ME recognition perfor-
mance. The graph convolution network (GCN) can model
these semantic relationships which were explored in several
studies [53], [54], [55] for ME analysis.

Although multiple approaches have been explored, they
all concentrated on one source of data, i.e., 2D videos
recorded with RGB cameras. The inputs could be in multi-
ple forms, e.g., some [39], [56], [57] used static images (e.g.,
the apex frame), some [54], [58] used images sequences, and
some others used extracted features, such as optic flow fea-
tures [38], [59], facial landmarks [60], and dynamic
images [61], [62], [63], but the source data are the same. The
main reason is that current ME data lacks variability and
only 2D RGB video data is available. 2D videos can provide
clues in 2D spatial domain (mostly in frontal view) but is
constrained if the motion occurs at an occluded region
caused by e.g., head orientations. This problem cannot be
solved by method-wise solutions but only data-wise solu-
tions, i.e., facial videos with depth or 4D information.

2.3 4D Ordinary Facial Expression Datasets

Over the past decade, several large-size 4D facial expression
datasets were released. The 4D facial point clouds allow the
exploration of methods especially for fetching facial deforma-
tion patterns from dynamic 3D spatial domain for emotion
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recognition. Earlier studies started from posed 4D facial
expression datasets, such as BU-4DFE [64], D3DFACS [65],
and Hi4D-ADSIP [66], as posed facial expressions data are
comparatively easier to gather and annotate. The BU-
4DFE [64] dataset contains 606 samples of posed facial
expressions of six emotion categories recorded from 58
females and 43 males (18~45 years). The videos have a frame
rate of 25 frames per second (FPS), and each clip lasts for
approximately 3 ~ 4 seconds. The D3DFACS [65] is another
widely used 4D dataset of posed facial expressions, which
contains 519 AU sequences from ten subjects (23 ~ 41 years).
D3DFACS was annotated with up to 38 categories of AU
labels. The Hi4D-ADSIP [66] is a comprehensive 3D dynamic
facial articulation database which contains 3360 facial scan
sequences captured from 80 subjects of various age, gender
and ethnicity. The data contains six posed facial expressions,
pain, and phrase reading scenarios to facilitate both emotion
recognition and diagnosis of facial dysfunctions. The above-
mentioned datasets focus only on posed expressions, thereby
restricting the applicability of recognition systems towards
real-world applications.

Later studies also made efforts to collect spontaneous 4D
facial expression datasets, and the most widely used ones
include B3D(AC) [67], BP4D-Spontaneous [17], BP4D+ [18],
and 4DFAB [19]. B3D(AC) [67] is the first 4D audio-visual
database with spontaneous expressions and speech. The
dataset contains 1109 sequences (4.67 seconds long on aver-
age) recorded from 14 subjects of 15 rated affective adjec-
tives. The BP4D-Spontaneous [17] dataset has 328 samples
from 41 subjects collected in several well-designed tasks,
such as physical activities and interviews, which can evoke
spontaneous expressions. The BP4D+ [18] is an extension of
BP4D-Spontaneous, which incorporated different modali-
ties such as physiological signals and thermal imaging, and
140 more subjects are included. An important characteristic
of the BP4D-Spontaneous and BP4D+ datasets is that both
provide AU labels which are extremely beneficial for emo-
tion analysis. More recently, a larger size dataset, the
4DFAB [19] was released, which contains over 1.8 millions
of 3D meshes (about 30 000 seconds of recordings) from 180
subjects aged from a wide range of 5 ~ 75 years. It includes
4D data of both spontaneous and posed facial expression
clips with a frame rate of 60 FPS.

2.4 Establishing Correspondence for 4D Data
Different from the static 3D data, 4D data require extra proc-
essing steps to establish correspondence between frames
within a sequence. Although these steps are usually very
time consuming, they are critical to the success of 4D facial
expression method, because a good correspondence can
help preserve the facial dynamics.

There are several approaches for this purpose, the most
straight-forward approach is to directly align an universal
template to every mesh in the target sequence (e.g., using
Non-rigid Iterative Closest Points [68] or Active Non-rigid
Iterative Closest Points [69]). In order to improve the corre-
spondence between meshes, this step is often performed
under the guidance of sparse facial landmarks. However,
this approach is not computational efficient and often fails
to provide temporally consistent correspondence (please
refer to [70] for an in-depth explanation). Comparing with
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the direct 3D registration approach, non-rigid image regis-
tration in UV-space [65][71] are more favorable. This
approach first unwraps the 3D mesh into a 2D intermediary
(namely UV-space) using techniques such as cylindrical
projection [72] or conformal mapping [73]. Essentially, the
UV space encodes a bijective mapping from 2D positions to
the corresponding 3D point in the mesh, since the mapping
can faithfully represent a 3D face, establishing dense corre-
spondence between any two UV images will automatically
return us a dense 3D-to-3D correspondence for their corre-
sponding 3D meshes. This is beneficial because it transfers
the challenging 3D registration problem to the well-solved
2D non-rigid image alignment problem. The third approach
to handle 4D data is comparatively simple as well as effi-
cient, and was used in quite some deep 4D expression rec-
ognition methods [20], [21], [74]. In this approach, the 3D
faces are first rigidly aligned to a common reference frame
using 3D facial landmarks, so as to remove the scaling, rota-
tion and translation effects. Next, the aligned face will be
projected to 2D in single/multiple views, which can gener-
ate RGB texture or depth images for later tasks. We follow
this approach for its simplicity, even though this approach
cannot provide us a dense correspondence among the 4D
data, the projected views are sufficient for our tasks.

2.5 4D Methods for Facial Expression Recognition

Along with the release of 4D facial expression datasets,
many studies have explored 4D-based methods for recog-
nizing ordinary facial expressions. We loosely group those
methods into traditional approaches and deep learning
approaches, and review them separately in the following
sections. Compared with methods for static 3D data, 4D-
based methods usually require an extra feature embedding
(or extraction) step for the input data. For example, Cheng
et al. [19] used 3DMM parameters instead of the 3D mesh to
train their expression recognition model. In [75], 3D faces
were projected into Riemannian manifold to get the radial
curves for expression recognition. On the other hand, in
order to capture expression dynamics, a temporal/spatial-
temporal model (e.g., using LSTM [19], Res3D [53], or hid-
den Markov Model [74]) is also employed by 4D methods.

2.5.1 Traditional Approaches

Sun et al. [74] introduced a method to obtain correspond-
ences among the dynamic sequences of 3D facial point
clouds. Based on the proposed correspondences, they
coined the idea of using spatiotemporal hidden Markov
model (ST-HMM) for capturing the facial deformations by
assessing both inter-frame and intra-frame variations. In a
similar way, Yin et al. [64] exploited a 2D Hidden Markov
Model to analyze the facial muscle movements over time
for improvements in expression classification. Another
study [75] explored Riemannian analysis for 4D facial
expression recognition. The 3D facial meshes were mainly
represented by collections of radial curves. For effectively
quantifying the facial patterns of the facial expressions, a
Riemannian shape analysis was applied. The authors pro-
posed a deformation vector field and used a random forest
classifier for learning the temporal dynamics of the face
deformations. Sandbach et al. [76] proposed a method to
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represent the crucial information between neighboring 3D
frames as motion-based features, which was referred as
Free-Form Deformation (FFD). Features were extracted
from the onset and offset frames of the given expression,
and then fed to GentleBoost classifiers to estimate the com-
plete temporal dynamics of 4D expressions.

2.5.2 Deep Learning Approaches

In recent years, several deep learning based-approaches were
also proposed for 4D facial expression recognition. Li et al.
[20] proposed a dynamic geometrical image network. Geo-
metrical images were generated by estimating the differential
quantities from the given 3D facial meshes. A score-level
fusion was then performed on the probability scores of differ-
ent geometrical images for facial expression recognition.
Behzad et al. [21] proposed a Collaborative Cross-domain
Dynamic Image Network (CCDN) to generate cross-domain
dynamic images for encoding the temporal dynamics in a sin-
gle image. 3D facial meshes were projected to 2D images of
multiple views, and features from various domains (e.g., tex-
ture and depth) are combined in the network to collabora-
tively work for 4D facial expression recognition task. In a
recent study [74], an advanced method was introduced which
highlights the effectiveness of sparsity-aware features. On the
bases of the CCDN framework, the authors combined 3D
landmarks as sparse features for capturing effective facial pat-
terns which achieved significant performance improvement.
The improved approach is not only effective for 4D emotion
recognition, but also computational-efficient.

3 A4ADME DATABASE PROFILE

We collect a 4D spontaneous ME database, i.e., the 4DME!,
which contains multimodal facial videos recorded with dif-
ferent cameras and both AU labels and emotion category
labels are provided. The main motivation for using multiple
cameras is to provide various forms of data. The 4DME
dataset would be valuable to explore 1) whether 4D data
can boost the ME recognition performance, and 2) whether
the fusion of various data sources (e.g., RGB and depth)
could facilitate the task of ME recognition. Details of the
data collection and annotation are explained in below.

3.1 Equipment Setup

The data recording was held in a lab studio, and the setup is
shown in Fig. 1a and 1b. The participant sits on a seat in front
of a. The 4DME database contains multi-modality video data
and three sets of cameras were used. First, a professional 4D
imaging system, i.e., the Dimension Imaging 4D (DI4D) cap-
turing system which contains six high-speed and high-resolu-
tion cameras (BASLER avA1600 65 k, 60 FPS, 1200x 1600),
was used for 4D data recording. The six cameras were hard-
ware synchronized, and the grabbed frames from the six
channels were used for building 4D facial data in the form of
sequences of reconstructed 3D facial meshs. Each recon-
structed 3D mesh contains over 50,000 vertices with a maxi-
mum edge length of 2 millimeters. Second, we used one
grayscale camera (Stingray F-046B, 60FPS, 640x480) to capture

1. https:// github.com/liyantett?tab=projects (The data will be release
after paper publication).
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T
DI4D capture cameras

Frontal face camera

Screen to show video clips
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Frontal face camera

Fig. 1 Recording setup: (a) frontal view; (b) back view.

traditional 2D frontal facial videos. Third, one Kinect camera
(Xbox 360, 30 FPS, 640x480) was used to record RGB videos
and depth videos. All cameras were software-synchronized
with triggers generated by the audio capturing system (the
microphone as shown in Fig. 1).

3.2 Participants and Ethical Issues

All participants are volunteers recruited by posting adver-
tisement in campus®. In total, 65 participants aging from 22
to 57 years (average age: 27.8 & 3.5 years) were recruited for
the data collection, of which 27 are females and 38 are
males. The participants have multicultural backgrounds,
i.e., 37 participants are from eastern Asia, 27 are from south-
ern Europe (18 Greeks, four Spaniards, two Cypriots, one
Serbian, one Portuguese and one French), and one is from
Britain. Only one participant wears glasses. Due to an unex-
pected hardware failure, we were not able to reconstruct 4D
data from nine participants. The rest 56 participants’ data
are complete and have been processed for annotation.

The research purpose and procedure were explained to
each participant before the recording started, and the partici-
pants were well-aware that they can stop and quit the record-
ing at anytime. One consent form was signed when the
participant understood the contents and agreed to partici-
pate. Special questions were asked in the consent form con-
cerning the data sharing issue, and the participants choose
between two levels:1) all recorded data could be shared and
used for research analysis, and facial images and videos can
be published or presented for academic purposes, e.g., in
paper publications, presentations, web-pages, or demos; 2)

2 The study was approved by Ethics committee of human sciences,
University of Oulu.
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TABLE 2
Movie Clips for Inducing Emotions
Description Source Time Emotion
Pink flamingoes: a woman movie clip 50s  disgust

eating dog shit.

Funny moments: collection of  internet video 52s

funny videos.

happy, surprise

There is something about movie clip 141s  happy
3 Mary: a man fights with a
mean dog.
4 Lion king: young Simba crying movie clip 120s sad
for his father’s death.
Sea of love: doves flying by movie clip 10s  surprise
5  when a man sticks his head
out of window.
6 Hellraiser: a sticky, disgusting ~ movie clip 87s  disgust, fear
skull rising from the floor.
7 Church: collection of funny internet video 84s  happy, surprise

moments in church.

ITtalian went to Malta: an cartoon video 73s
8  Italian talking about

experience in Malta.

happy

The thing: a beard man fires a 204 s
9  gun with mysterious
substance which can change

people into monster.

movie clip fear, disgust,

surprise

Eye surgery: scene of internet video 69 s

conducting eye surgery.

10 fear, disgust

Natural scene: peaceful scenes  internet video 66 s

with soothing music.

11 neutral, pleasant

all recorded data could be shared and used for research anal-
ysis, but facial images and videos cannot be published or
presented, e.g., in paper publications, presentations, web-
pages, or demos. 30 participants agreed on level-1, and the
rest 35 participants agreed on level-2.

3.3 Emotion Elicitation Procedure and Materials

It has been proved in previous studies [8], [14] that showing
emotional movie clips to participants is a simple yet effective
approach for inducing MEs. We adopted the same approach
for the 4DME data recording. The participant was led to the
seat and the height and orientation of the seat were adjusted
to fit the cameras. Some participants were asked to tie up the
hair or to wear a hair net to avoid occlusion of the facial parts.
During the experiment, the participant was shown 11 care-
fully selected video clips (see Table 2) that are supposed to
elicit various categories of strong emotions. There was a 1-
minute break between two clips, during which the partici-
pant was asked to fill in a short survey regarding the subjec-
tive feeling of previous video. This 1-minute break was also
served as a cool-down period to reset the emotion of partici-
pant. Throughout the whole experiment, the participant was
required to HIDE his/her true feelings and always keep a
poker face, and if failed, he/she needs to fill in a long boring
questionnaire as the punishment. This setting was to create
high-stake pressure and facilitate the occurrence of micro-
expressions as Ekman [77] stated in his work. Before the
actual recording started, there was one trial session for the
participant to get familiar with the process.

3.4 Data Annotation
The 4DME dataset was annotated with both AUs and emo-
tion categories. The annotation process was conducted in
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AU2 _Au1 AUA

AU1 : Inner Brow Raise
AU2 : Outer Brow Raise
AU4 : Brow Lower

AUG6 : Cheek Raise
AU7 : Lids Tight

AU12: Lip Corner Puller
AU17 : Chin Raiser

Fig. 2. The locations and motion patterns of key AUs.

three steps. In the first step we did a rough manual segmen-
tation. One annotator checked through all the raw videos to
roughly mark out segments that may contain macro- or
micro-expression movements. This step was done using an
in-house video tagging software. Note that each of the
marked-out segment may contain single or multiple macro-
expressions and micro-expressions, as well as frames of neu-
tral faces. The purpose of this step is to rule out the majority
parts of videos in which there is no facial movement related
to emotions (since we asked the participant to keep a poker
face during the recording). The segments were clipped out
from the long raw videos 1) for the second step of annotation,
and 2) for the ME spotting task after the dataset is shared.

In the second step we carried out fine-grained annotations
(i.e., frame-by-frame) for AU labeling. Four annotators
worked together for this task. The scope of AUs to be labeled
were preliminarily decided by referring to related ME data-
sets studies, and according to the actual data we include 22
AUs in the final label book of 4DME. Fig. 2 shows the posi-
tions and motion patterns of several key AUs which have
high occurrence in 4DME. Then we annotated the time-
stamps of AUs in all segments, specifically, the onset, apex,
and offset frames of each occurred AU were marked. Three
annotators worked separately and then cross checked to
assure the frame-level labels. The reliability between two
coders was calculated using the reliability equation proposed
in [10], and difference within three frames was counted as
consistent, for inconsistent cases the median of the three was
selected. The average reliability of the frame coding of the
three annotators is 0.79. This step focused on the timestamps
while the AU categories were labeled in the next. Multiple
AUs could occur at the same time, e.g., one or two main AUs
(e.g., AU4 + AU7) might occur with minor ones (e.g., AU6,
AU14 or AU15), which are difficult to differentiate and
require professional skills. Thus two FACS [78] certified
annotators examined the clips for an extra round to confirm
the categories of AUs. The two annotators first worked sepa-
rately and then cross checked with a reliability of 0.75.

Finally, we assigned five emotion categories to the clips, as
positive, negative, surprise, repression and others. Clips
shorter than 0.5 seconds (from onset to offset) were marked as
micro-expressions, and clips of 0.5 to 4 seconds were marked
as macro-expressions. Expressions that are static (i.e., lasting
for over 4 seconds) were excluded due to lack of motion. The
macro-expression cases could be used for, e.g., developing
methods for joint recognition of macro- and micro-expres-
sions, or to differentiate between these two categories which
often co-occur in practical scenes. In the current study we
focus on the MEs. Following the concept of compound emo-
tions [26], we allow multiple emotion labels (maximum two)
when necessary, as it was frequently encountered in our data
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Fig. 3. Sample images of the four modalities in 4DME. (a) (one of the six)

DI4D videos; (b) Grayscale videos; (c) Kinect-color videos; (d) Kinect-
depth videos.

Fig. 4. A sample of reconstructed 3D mesh face. Left: without texture,
right: with texture.

that multiple emotions occurred at the same time, e.g,
‘happy’ and ‘surprised’. The emotion labels are primarily
decided by the observed AUs rather than the inducing materi-
als or self-reported emotions. More details about the relation-
ship of AU and emotion labeling are discussed Section IV.

3.5 Data Statistics and Samples

Around 5980 minutes of videos were recorded from 65 par-
ticipants of four modalities, i.e., DI4D videos, frontal gray-
scale videos, Kinect-color videos, and Kinect-depth videos.
Sample figures of the four modalities are shown in Fig. 3.
After the first step of annotation, 278 segments (ranging
from 0.77 to 9.82 seconds, mean duration is 2.49 seconds)
were clipped out which include both micro- and macro-
expressions and also some contextual frames of neutral
faces. The 278 segments can be used for the ME spotting
task, and the DI4D stereo images were used to reconstruct
the 3D face meshes. One sample figure of the reconstructed
3D facial mesh is shown in Fig. 4: without texture on the
left, and with texture on the right.

These selected segments were further labelled with
micro- and macro-expressions. Note that not all the subjects
displayed micro- or macro-expression, as some of them
managed to keep a poker face throughout the whole record-
ing session. In the final label book there are 267 MEs and
123 macro-expressions generated from 41 subjects, which
add up to 1068 samples of MEs and 492 samples of macro-
expressions of the four modalities. The clips were annotated
with 22 categories of AU labels and five categories of emo-
tion labels. Note that one clip may contain multiple AU
labels and multiple emotion labels (maximum two emo-
tions). The statistic of AU and emotion categories (of each
modality) are shown in Table 3. One example of Micro-
expression and one example of macro-expression from the
same participant of 4DME are shown in Fig. 5.

4 AU LABELING AND EMOTION CATEGORIZATION
OF MICRO-EXPRESSIONS

Six previous ME databases [8], [9], [10], [11], [12], [13] pro-
vide both AU labels and emotion categories (SMIC only
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TABLE 3
Emotion and AU Statistics of MEs (In Each Modality)
Micro-expression Macro-expression
EM AU AU EM AU AU
P 34 AUl 46 AUl15 82 P 15 AUl 33 AUI5 4
N 127 AU2 54 AU17 11 N 41 AU2 37 AU17 1
S 30 AU4 117 AU20 2 S 24 AU4 47 AU20 1
R 6 AU5 8 AU24 9 R 4 AU5 7 AU24 7
RS 3 AU6 30 AU25 7 RS 1 AUe6 13 AU25 0
PS 13 AU7 93 AU39 4 PS 5 AU7 38 AU39 0
NS 8 AU9 1 AU43 1 NS 5 AU9 1 AU43 1
PR 8 AUI0 2 AU45 34 PR 4 AU10 3 AU45 29
NR 7 AUI12 82 AU63 2 NR 6 AU12 41 AU63 0
OT 31 AU14 4 AU64 1 OT 18 AU14 7 AU64 0

P, N, S, R and OT represent Positive, Negative, Surprise, Repression, and
Others respectively. EM represents emotion. EM represents emotion.

(a)' ‘ (b) Macro-expression

(duration: 0.22s) (duration: 2.92s)

Fig. 5 Examples of a micro-expression and a macro-expression from
4DME, both belong to ‘Others’ emotion category. A, B, C, D and E indi-
cate AU intensity from the lowest to the highest. E.g., ‘AU4A’ means
AU4 (brow lower) with intensity level A.

provides emotion categories). In these database papers, gen-
eral information about annotation were provided, e.g.,
which AUs and emotion categories are included, but
explanations of how (the annotation was done) and why
(certain labels were included) were insufficient in some
papers. Furthermore, it lacks of a standardized or widely-
accepted criteria of the ME annotation process, and the data
from different datasets could be heterogeneous and some
might have erroneous labels [79]). It would be beneficial for
the ME research area if some of the detailed annotation
problems could be further discussed, and hopefully lead
towards unified and convincing solutions. In this section,
we list several key problems/challenges for ME annotation,
then explain our solution for the 4DME dataset annotation,
and at last we point out the limitations to be sought out in
future works.

4.1 Key Issues Related With ME Annotation and
Proposed Solutions

We summarize three key questions related with AU label-
ing and three key questions related with ME emotion cate-

gory labeling, and propose our solutions for 4DME.

4.1.1 AU Labeling Issues

One fundamental rule for AU labeling is to follow the
instructions of the FACS. But the FACS instructions are wide
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(a) AU <<<<<<<<<<<<<<<< | [ [T [2>>>>55555555555>>
AU2 <L | [T ]2225555555555555>>
AUS << | [>>555>555>>>
AU12 CEOEEEEEEEE R DR PR TP T T
t

<< <<L| [ [ [5>>5555555555555>>

1 | 1

ME: Onset frame Apex frame Offset frame

(b) AUl

AU label: AU 1+2+5+12(k)

Fig. 6. (a). AU 1+2+5+12 with overlapped time spans, fully labelled with each AU’s phases. ‘ <’ indicates onset phase, ‘|’ indicates apex phase, and
‘>’ indicates offset phase. (b). The label provided in 4DME. AU1 decides the onset, apex and offset of the ME clip, with co-occurred AU2, AU5 and
AU12 in the label. ‘(k)’ indicates AU12 is a static AU with no motion change within in the clip.

and general for annotating all possible facial movements,
which need to be tailored and selected for the purpose of ME
annotation.

Q1  Which AUs should be included?

The solutions of previous ME datasets [8], [9], [10], [11],
[12], [13] are consistent on one side, i.e., 11 essential AUs
directly related with emotional expressions were labeled in
all six databases, including AU1, AU2, AU4, AU5, AUS,
AU7, AU9, AU10, AU12, AU14 and AU24. But on the other
side, for some minor AU categories (e.g.,, AU 15, AU17,
AU18, AU25, AU45, and so on), previous databases took
different solutions. CAS(ME)? and SAMM provided more
AU categories than CASME, CASME II and MEVIEW.

The main motivation for providing AU labels for ME
clips is to train models which can detect AUs and use them
for recognizing the ME emotion category. In practice, it is
reasonable to prioritize AUs with high occurrence, as AUs
with too few samples are usually left out in training. In the
current 4DME labeling, besides those essential AUs men-
tioned above, we also include AU17 (chin raiser) and AU24
(lip pressor) as we think they relate with a special emotional
state of ‘repression’, i.e., indicates suppressing movements
to prevent leaks of expressions, and we include AU45 (eye
blink) as it occurs frequently and greatly interferes the

detection of eye region AUs.
Q2 How to decide the duration (onset, apex, and offset) of each
AU?

The six previous datasets [8], [9], [10], [11], [12], [13] all
marked the onset, apex, and offset frames of each sample in
their labels, but explanations about how to do it were lim-
ited in the papers.

The task is theoretically clear but difficult to conduct in
practice because 1) MEs have very low motion intensity and
2) usually high-speed cameras are used for recordings and
adjacent frames are quite similar. In [8], the authors
described about how they chose the onset and apex frames
in a footnote. Compared with the onset and the apex, the off-
set frames are more difficult and ambiguous to find as it is
often the case that the facial muscles did not return to the
relaxed state (i.e., a neutral face). In the 4DME labeling, we
took two practical approaches as solutions. First, we have
three annotators to check the onset, apex and offset frames of
each ME clip independently, and the median frame of the
three is selected for inconsistent cases to reduce personal
bias. A similar approach was adopted in [10], that the aver-
age of two coders’ selected frames was selected for disagreed

cases. Second, we assigned an operational definition for
localizing the offset frames, i.e., to find the last frame with
visible offset motions, which is not necessary a complete neu-
tral face but fixed at a stable state with no motion.

Q3  How to treat AUs with time overlaps?

Multiple AUs may occur at the same time with partially
overlapped time spans. Previous databases reported combi-
nation of AUs in many samples, but the time overlap among
individual AUs has not been specifically discussed. Ideally
each AU could be labelled with its own starting and ending
points (as illustrated in Fig. 6a), but it can hardly be
achieved as that would be very time consuming. In 4DME
labeling, we focus on one major AU (i.e., AU1 in the exam-
ple) whose phases decide the onset, apex and offset frames
of the ME clip, and then mark all AUs that occurred within
the clip (Fig. 6b).

4.1.2 Emotion Category Labeling Issues

Categorical emotion labels are more prevailing than dimen-
sional labels in facial expression datasets [80]. Although
there are still ongoing debates and explorations in psycho-
logical studies about categorical emotion theories, expres-
sions such as happy, sad, surprise, fear, anger and disgust
are widely accepted by the community. But all these works
are based on observations of ordinary facial expressions.
Some previous ME studies [11], [12], [13] obscurely
assumed that the emotion categories of MEs could be
aligned with that of ordinary facial expressions, which
needs to be further verified. Compared with ordinary facial
expression, some special characteristics could be observed
from ME data: 1) great efforts to control and suppress the
true feelings, 2) very low intensity or even incomplete
behaviors, and 3) could be consecutive momentary fast
changes. These need to be considered when assigning emo-
tion categories for ME data.

Q1  Which emotion categories should be included?

The emotion categories are primarily decided by the tar-
get emotion of the inducing materials (e.g., emotional movie
clips). The actually induced emotions are also dependent on
the task (i.e., hide true feelings and keep a neutral face) and
the participant’s subjective feelings (i.e., self-reports). Most
previous ME datasets [8], [9], [10], [11], [13], [14] adopted
similar emotion inducement method, i.e., by showing emo-
tional movie clips (containing the six basic emotions) to par-
ticipants and asking them to hide true feelings, except
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MEVIEW which contains in-the-wild data of poker game vid-
eos. For the 4DME data, the inducing materials contain five
categories of emotions, i.e., happiness, surprise, sadness, dis-
gust, and fear. Considering the task of suppressing true feel-
ings, we think it is reasonable to add one extra ME emotion
category of ‘repression’, which indicates the suppressing
movements when the subject is about to leak true feelings,
e.g., tightening or pressing lips. Two previous ME datasets
CASME and CASME 1I also included the ‘repression’ cate-
gory based on similar reasons and observations of the data.
Thus we consider the six emotion categories as the initial can-
didates for 4DME emotion labels which are further adjusted
concerning the two following questions.

Q2  How to decide the emotion category for each ME case?

Clues for deciding the emotion category of an ME come
from three sources, 1) emotions of the inducing movie clips,
2) the subject’s self-reported emotions, and 3) the facial
movements or the AUs. Previous ME datasets took different
ways for assigning emotion labels. For SMIC, emotion cate-
gories were primarily assigned based on self-reports; For
CASME, CASME II and CAS(ME)2, emotion categories were
based on all three sources; other dataset papers didn’t
directly specify how the emotion category was decided for
each ME case, although some paper [11] elaborated on ques-
tionnaires and video ratings. One limitation of the first two
sources is that they both lack granularity and can only be
used to summarise the whole video clip, except the case in
CAS(ME)?2 that each participant reviewed his/her own vid-
eos and reported on each single expression, which would be
very demanding for participants. The emotional status fluc-
tuates all the time especially when strong emotional stimulus
is presented. During one movie clip, the subject may feel sur-
prised and disgust, and try to suppress the responses, and
then feel funny or happy. The emotional responses can be
complex and frequently switching while the subject might
only report ‘disgust’ in the self-report. The labeling is to
assign emotion labels to each ME clip for that transient time,
thus should be primarily dependent by the occurred AUs. This
leads to the next essential question.

Q3 How to understand the relationship between AUs and
emotion categories?

Mapping AUs to emotion categories for MEs is an essen-
tial research question needs to be explored in depth. One
directly related reference is the Table 1 (page 136) in the
FACS Investigator’s Guide, which lists AU or AU combina-
tions to the corresponding emotion categories. This should
serve as a primary rule for AU and ME emotion category
mapping. However, it was designed for ordinary facial
expressions and might not be suitable to be directly used
for ME cases. As subjects are voluntarily suppressing their
facial movements, in most cases MEs only present partial or
fragmented motions and it was hardly seen that a full set of
AUs (e.g., AU1+2+5+25 for surprise) could all appear in one
ME clip. A new table is needed for mapping AUs to ME
emotions. Several AU-Emo mapping tables were proposed
in previous studies [9], [10], [13], but not all tables are easy
to follow. In [9], [10], only partial AUs (combinations) were
listed to corresponding emotional categories and the rest
were not specified. In [13] several AUs (combinations) were
linked to multiple emotions, e.g., AU1+2 can be either
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TABLE 4
Mapping AUs to Emotion Categories of MEs
Emotion Key AUs
Negative AU1, AU4, AU7, AU9, AU10
Positive AU12
Surprise AU2, AU1+2
Repression AU14, AU15, AU17, AU24
Others AUS, AU6, AU20, AU25
(dependent)

No emotion AU39, AU43, AU45, AU56, AU58, AU63,

AU64

‘surprise’ or ‘sadness’. We think it is more helpful if the
table provides full-scope clearly defined, exclusive AU-Emo
correspondences, i.e., the occurrence of AU X indicate ME
emotion Y but not others.

We propose a preliminary AU - Emo mapping table as
shown in Table 4. We start with 12 key AUs (Row 1 to Row 4)
as the ‘decisive’ AUs. For example, if AU12 occurs, ‘Positive’
emotion will be labeled; or if AU4 occurs, ‘Negative’ emotion
will be labeled. Four AUs (Row 5) are ‘dependent’ AUs,
which means that they are related with emotions, but their
occurrence is not decisive to one emotion category, i.e., they
can be combined with various decisive AUs and compositely
link to multiple emotions. The rest seven AUs (Row 6) have
no emotional content. These mappings were carefully sum-
marized with the premises, that they should not conflict to the
FACS Investigator’s Guide table. Besides, the following rules
were also followed for 4DME labeling:

1)  We choose to use five emotion categories: Positive,
Negative, Surprise, Repression, and Others, which
are theoretically clear and practically feasible.

2) Negative is not further divided, as it is not feasible to
reliably map AUs to fine classes, e.g., AU4 and AU7
are with the highest occurrences and observed for all
reported negative emotions ‘fear,” ‘disgust’ and ‘sad’.

3) We allow multi-emotion labeling, e.g., surprise +
positive, with maximum two emotions.

4) Clips with very complex AU combinations. e.g., cor-
respond to three or more emotions, are labeled as
‘Others’.

5) Clips containing only ‘dependence’” AUs are labeled
as ‘Others’.

6) Clips containing key AUs for both ‘Positive’ and
‘Negative’ are assigned to ‘Others’ as these two are
conflicting (e.g., as the examples in Fig 5).

7)  Static AUs (e.g., AU12 in Fig. 6) and active AUs are
both considered when assigning emotion labels.

4.2 Other Annotation Problems for Further
Discussion

We summarized some preliminary rules according to our
observations during data annotation, which may help in
future data annotation work to achieve more unified data.
They are not all well-sorted or ‘ideal’, and there are other
problems to be further discussed in future. For example, some
AUs occur at the same facial location and have similar appear-
ance, e.g., AU12 and AU14, which are difficult to differentiate
at very low intensity level even for experienced and certified
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AU annotators. We can only make the best guess according to
observations of the person’s behaviors. Another challenging
issue is about emotion categorization of complex AU combi-
nations. In Table 4 we added one extra emotion category of
‘Others’ for those complicated cases, e.g., AUs for three or
more or conflicting emotions. Several previous ME datasets
also included the ‘Others’ category such as CASME II, CAS
(ME)?, SAMM, and MMEW, and MEVIEW named it as
‘Unclear’. It needs to be further discussed whether such com-
plex and transient emotions are theoretically reasonable, and
how the rules of AU-emotion mapping could be further
refined. One specific question is that whether the static AUs
(e.g., AU12 in Fig. 6) should be considered when assigning
emotion categories for the ME clip (e.g., AU 1+2+5+12).

5 DATABASE EVALUATION

The 4DME dataset contains four modalities of data includ-
ing both 2D videos and 4D videos. In order to compare the
effectiveness of different modalities for the task of ME rec-
ognition, we carry out separate experiments to evaluate on
2D frontal grayscale videos (Fig. 3b) and reconstructed 4D
videos (Fig. 4) and report the performance as the baseline
results in the two following subsections.

5.1 Evaluation on 2D Video Data

First, we carry out experiments on the 2D frontal grayscale
video data for two tasks: i.e., AU detection and ME recogni-
tion. Three approaches proposed in previous works are
employed for comparison, including both classic spatial-
temporal descriptor of LBP-TOP [81], and deep neural net-
work approaches of Res3D [82] and Res3D+SCA [58].

5.1.1 Method

Preprocessing. the labeled out ME clips are first preprocessed
with face detection and registration before applying the
three approaches. Although there are low level of rigid
movements within each ME clip, registration is still needed
to remove scale, rotation and translation differences across
all the ME clips. To this end, we align all the faces to one
pre-defined template face by using 68 facial landmarks
detected with the method proposed in [31]. Then the face
region are cropped to the size of 150 x 150 pixels according
to the eye-coordinates.

Approach 1 LBP-TOP. Local binary patterns (LBP) [83] is a
local binary operator which has been verified to be a power-
ful feature for texture classification tasks [84]. Zhao et al.
[81] extended the LBP to LBP-TOP, which describes
dynamic texture on three dimensions. LBP-TOP has been
employed for ME recognition in multiple papers and has
been demonstrated to be very effective. Here we use LBP-
TOP feature with the SVM classifier as the first approach to
provide baseline results on 2D videos of 4DME.

All facial images are first divided into 5 x 5 blocks, then
LBP-TOP features are computed for each block and
concatenated from the three orthogonal planes (XY, XT, and
YT planes). The features from XT and YT planes encode the
vertical and the horizontal motion patterns, respectively.
Specifically, the radii in axes (X, Y, T) are set to (1,1,2). The
number of neighboring points in the XY, XT and YT planes
are set to 8. The features of all blocks are concatenated as
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Fig. 7. The framework of Res3D+SCA (approach 3).

one vector to represent the whole ME clip. The extracted
features are fed to a one-vs-rest Linear SVM which is
trained as a classifier for each emotion or AU category. The
classification penalty factor C'is set to 1000.

Approach 2 Res3D. a residual neural network (ResNet) [85]
is a neural network utilizing skip connections over layers.
Such a skipping mechanism can effectively simplify the net-
work and avoid gradients vanishing by reusing activations
from previous layers. ResNet has been demonstrated to be
effective for discriminate features generation and achieve
excellent performance on various computer vision tasks. As
micro-expressions involve fast movements in the temporal
domain, the ability of capturing temporal information is
essential for solving the micro-expression recognition task.
3D residual network (Res3D) is able to incorporate both spa-
tial and temporal information, which has been employed for
ME recognition in previous works [53], [86], and here we
test it as the second approach to provide baseline results.

Approach 3 Res3D+SCA. one common challenge shared
by the two tasks of AU detection and ME recognition on
ME dataset is that the involved movements are of very low
intensity. To alleviate this problem, Li et al. [58] utilized a
Spatio-Channel Attention (SCA) mechanism to better repre-
sent the subtle movements. Specifically, SCA mechanism
explores the second-order correlations of spatio-wise and
channel-wise features to explore the relationship informa-
tion and discriminative information on various local
regions, as shown in Fig. 7. Here we test the Res3D+SCA as
the 3 rd approach to provide baseline results. More details
of the approach can be found in [58].

For the two approaches of Res3D and Res3D+SCA, the
input is ME sequential images. As the length of ME sequen-
ces vary largely, we interpolate the clips into a fixed length
of 10 using the Temporal Interpolation Model (TIM) [33].
Then the interpolated clips are cropped to random patches
of 112 x 112 for data augmentation. All models are pre-
trained on Kinetics [87] and UCF-101 [88] databases. In the
training process, the networks are optimized through sto-
chastic gradient descent (SGD) with a weight decay of
0.001. The initial learning rate is set to 0.01, divided by 10
every 40 epochs until 80 epochs. All processes are imple-
mented on Pytorch.

5.1.2 Evaluation Protocol and Metrics

A subject-independent 5-fold cross-validation protocol is
employed in the following experiments. All subjects are



LI ET AL.: 4DME: A SPONTANEOUS 4D MICRO-EXPRESSION DATASET WITH MULTIMODALITIES 3041
TABLE 5
AU Detection Performance on 2D Videos of 4DME
Metrics AU1 AU2 AU4 AU6 AU7 AU12 AU17 AU45  Average
Number of samples 46 54 117 30 93 82 11 34
LBP-TOP 0.4657 04713 04674 0.5753 0.5052 0.4588 0.5541 0.4526  0.4938
Fl-score Res3D 0.7130  0.7750  0.6881 0.4681 0.6494 05968 04816 0.7750  0.6434
Res3D+SCA 0.7307 07418 0.7362  0.4865 0.6360 0.6714 0.6452  0.7752  0.6779
LBP-TOP 71.53 66.66 56.92 84.26 57.67 66.66 94.38 79.40 72.18
Accuracy (%) Res3D 86.14 86.51 69.28 88.01 69.66 63.67 92.88 90.63 80.84
Res3D+SCA 86.14 85.01 74.15 85.76 68.91 73.03 96.62 90.26 82.48
TABLE 6
ME Emotion Recognition Performance on 2D Videos of 4DME
Metrics Postive Negative Surprise Repression Others Average
Number of samples 56 142 54 24 31
LBP-TOP 0.4809 0.4741 0.4713 0.5499 0.5025 0.4958
Fl-score Res3D 0.5730 0.7064 0.7086 0.4865 0.4984 0.5946
Res3D+SCA 0.6501 0.7231 0.7455 0.5679 0.5542 0.6481
AU-graph 0.6692 0.7385 0.7126 0.5807 0.5905 0.6590
LBP-TOP 71.16 54.31 71.16 88.39 84.64 72.73
Accuracy (%) Res3D 73.41 70.78 82.39 85.76 83.89 79.24
Res3D+SCA 79.03 72.66 84.27 90.26 86.51 82.54
AU-graph 80.52 74.15 82.77 91.39 88.39 83.44

randomly divided into five folds with the consideration of
roughly balanced sample numbers in each fold (i.e., ME
samples from each subject vary largely). For the task of
AU detection, eight AU categories are considered which
contain more than ten samples, while the rest AUs with
too few samples are excluded. In general, the emotions
and AUs are roughly balanced in each fold and every fold
contains all kinds of emotions and AUs. The specific sub-
ject information of the 5-fold protocol will be released with
the database.

As explained in the section of data annotation, we allow
multiple emotion-labels and AU-labels for each ME clip,
thus the two tasks of ME recognition and AU detection are
considered as multi-label binary classification problems.
Our task is to detect whether one emotion or one AU is
active or not. In our experiment, both accuracy and F1-score
are utilized to evaluate the performance for detecting eight
AUs and classifying five emotions. For a binary classifica-
tion task especially when the samples are not balanced, it is
better to incorporate Fl-score with accuracy to interpret the
algorithm performance. We follow [89] for the computation
of the two evaluation metrics

Accuracy = IP+IN , ¢))
(TP+ TN + FP + FN)

Precision = %, 2

Recall = %, 3

F1 = score =2 x (g:;f;gg :];ZZZZ) ’ @

in which TP, TN, FP, FN represent true positive, true nega-
tive, false positive, and false negative, respectively.

5.1.3 Results of AU Detection

We first evaluate the three approaches for the task of AU
detection using the 2D frontal grayscale video data of 4DME
dataset. Eight categories of AUs with more than ten samples
are considered, and the results are shown in Table 5. From
the two tables it can be seen that, for most AU categories the
performance of the three tested approaches is Res3D+SCA >
Res3D > LBP-TOP for both accuracy and Fl-scores. The
best average accuracy is 82.48% and the best average F1-
score is 0.6779, which are both achieved by using Res3D
+SCA. The results are consistent with previous findings.
Besides, the performance vary for different AU catego-
ries. LBP-TOP achieves better F1-score on AU6. One possi-
ble reason might be that AU6 involves blurry motions with
subtle texture change, while deep-based methods perform
better on AUs involve clear motions creating lines or edges,
e.g.,, AUl (Inner brow raiser), AU2 (Outer brow raiser),
AU4 (Brow lower), AU12 (Lip corner puller), and AU45
(Eye blink).

5.1.4 Results of ME Emotion Recognition

We then evaluate the three approaches for the task of ME
emotion recognition using the 2D frontal grayscale video
data of 4DME dataset. Five categories of emotions are consid-
ered, and the results are shown in Table 6. Generally, the two
deep learning based methods (Res3D and Res3D+SCA) out-
perform the traditional LBP-TOP approach. The Res3D+SCA
achieves the best performance, i.e., the average Fl-score of
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Fig. 8. A Collaborative Cross-domain Dynamic Image Network (CCDN) [21]
for AU detection and ME emotion recognition on 4D data.

0.6481 and the average accuracy of 82.54% of the five emotion
categories. Among the five emotions, it seems that the cate-
gory of ‘surprise’ gets the best performance if we concern
both accuracy and Fl-score, while the evaluation of
‘repression’ and ‘others’ categories are dependent on the met-
rics due to smaller sample sizes.

5.2 Evaluation on 4D Data

Second, we carried out experiment on reconstructed 4D ME
clips for the two tasks: i.e., AU detection and ME recogni-
tion. One 4D-based approach, the Collaborative Cross-
domain Dynamic Image Network (CCDN) [21] which was
proposed for 4D ordinary FE recognition was employed
and we compare the results achieved with three single
views and fused Multi-views.

52.1 Method

A pre-processing step is needed for the 4D data due to the
reason that the 3D facial meshes may contain artefacts
beyond facial regions generated during the reconstruction
process. There might be noisy and unwanted mesh points
in the facial regions as well. These interfering components
can create problems during model training which have
been found in previous studies, and it will be more severe
considering the MEs are more fragile and subtle phenome-
non. Henceforth, a strong pre-processing procedure is
needed. Specifically, since we use three facial profiles in our
baseline experiments (left, right and front), we process each
3D facial mesh to first straighten the facial posture [90], and
then using annotated 3D facial landmarks [91] to rotate the
3D mesh to obtain three alignment profiles. For cropping
the face, we removed the vertices beyond the facial regions.
Afterwards, using 3D to 2D projection, we obtain the depth
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images (DPI), enhanced depth images (E-DPI) [21], and tex-
ture images for all the three profiles as shown in Fig. 8.

We duplicate the extracted set by applying Eulerian Video
Magnification (EVM) [34] as it was demonstrated in [21] that
motion magnification can help to improve the emotion rec-
ognition performance. A collaborative recognition strategy
was employed where all the three views jointly collaborate
in final predictions. As shown in Fig. 8, we obtain the rank
pooling images [63] of all three profiles with their image
domains. The rank pooling helps tremendously in encapsu-
lating the temporal facial dynamics into single images which
are then fed into a GoogLeNet model [92] for learning MEs.
The independent predictions from the output of the deep
models for each view then collaborate to yield a more robust
final prediction. More details of CCDN approach can be
refered to the original paper. It is expected that this method
can intuitively demonstrate the importance of 4D data as it
brings enriched amount of information than single view
faces in 2D videos. Additionally, following prior works for
using motion magnification [34] for improvements in micro-
expression recognition [28], we also analyze its effect on the
4D data and compare the results.

5.2.2 Evaluation Protocol and Metrics

For fair comparisons, we followed the same evaluation pro-
tocol and used the same metrics as we used for the experi-
ments on 2D video data.

5.2.3 Results of AU Detection

We first conduct experiments for AU detection on eight cat-
egories of AUs which have more than ten samples. Results
of using three individual views and fused multi-views are
shown in Table 7 in terms of both Fl-score and accuracy.
First, if we compare the performance of using the three indi-
vidual views, it can be seen that the Front view achieved the
highest performance of the three, followed by the Left view,
and the Right view achieved the lowest performance. Fur-
thermore, when using the three views collaboratively, i.e.,
the Multi-views, to recognize the AUs, it achieved an aver-
age Fl-score of 0.7990 and an average accuracy of 86.55%
which are significantly higher than any of the three single
view. The results match well with our expectations, that the
AU detection performance will be better when more facial
areas are revealed (unblocked), i.e., Multi-views > Frontal
> Left or Right. The 4D data carries more information and
improves the system’s performance.

TABLE 7
AU Detection Performance on 4D Data of ADME
Metrics Profiles AU1 AU2 AU4 AU6 AU7 AU12 AU17 AU45 Average
Left 0.6580 0.6898 0.6820 0.5468 0.7191 0.7099 0.5572 0.5367 0.6374
Fl-score Right 0.5959 0.6543 0.6683 0.4517 0.6751 0.6776 0.4241 0.6246 0.5964
Front 0.7522 0.7833 0.8068 0.6585 0.7326 0.8000 0.6353 0.7705 0.7424
Multi-views 0.7941 0.8197 0.8260 0.7648 0.7773 0.8161 0.7318 0.8623 0.7990
Left 70.34 72.46 68.64 65.25 72.46 72.46 74.58 61.02 69.65
Accuracy (%) Right 64.83 69.92 66.95 52.97 68.64 69.92 53.81 69.07 64.51
Front 82.63 83.47 80.93 78.39 74.15 80.93 84.75 85.59 81.36
Multi-views 87.29 86.86 83.05 87.29 78.81 83.05 93.22 92.80 86.55




LI ETAL.: 4ADME: A SPONTANEOUS 4D MICRO-EXPRESSION DATASET WITH MULTIMODALITIES 3043
TABLE 8
ME Emotion Recognition Performance on 4D Data of 4ADME
Metrics Profiles Positive Negative Surprise Repression Others Average
Left 0.5971 0.6639 0.6040 0.5398 0.5804 0.5970
Fl-score Right 0.5249 0.6601 0.5900 0.5404 0.5739 0.5778
Front 0.6367 0.6766 0.6313 0.7059 0.7298 0.6760
Multi-views 0.7443 0.8347 0.8034 0.7966 0.7750 0.7908
Left 66.10 66.53 66.95 65.68 69.07 66.86
Accuracy (%) Right 61.02 66.10 64.83 66.53 68.22 65.34
Front 69.07 68.22 67.80 82.63 83.90 74.32
Multi-views 80.08 83.47 85.59 91.10 87.71 85.59

5.2.4 Results of ME Emotion Recognition

We then evaluate the CCDN method for the task of ME emo-
tion recognition using the 4D data. All five categories of emo-
tions are considered, and the results are shown in Table 8 for
both metrics of the accuracy (%) and the Fl-score. Similar
performance patterns like the AU detection task could be
observed here. First, for the three individual views, the Front
view achieved the best performance of the three followed by
the Left view, and the Right view achieved the lowest perfor-
mance. Second, the Multi-views outperformed the three
individual views and achieved an average F1-score of 0.7908
and an average accuracy of 85.59 %, which again demon-
strated the advantage of 4D data for ME recognition task.
The advantage of using 4D data by fusing Multi-views is con-
sistent through all five emotion categories.

5.2.5 Discussion of Results on 4D and 2D Video Data

If put under the strictest rules, we think the results achieved
on 4D data and on 2D videos are not directly comparable as
the data and process approaches used are all different.

Results in Tables 7 and 8 show that, fusing clues from
multiple views can work more efficiently than any of the
single views. Multi-view videos can be obtained from 4D
data while a single view is like a 2D video, thus it serves as
a form of direct comparisons between performance of 4D
and 2D video.

The results demonstrate our hypothesis that 4D data has
potential advantages for the ME recognition task, as MEs are
very subtle movements that might only occur on one small
region of the face, which are not always visible in a 2D sin-
gle view video.

If we directly compare results of 2D videos and 4D, the
advantage of 4D results can be observed on both metrics
(about 2.1 % difference for accuracy values, and over 12 %
difference for F1 scores) of the average results. Note that 4D
based methods are not as well-developed as 2D methods
for ME analysis due to lack of data. We replicated state-of-
the-art 2D methods for ME recognition, but the 4D method
CCDN was designed for ordinary facial expression analysis.
There is no 4D method available yet specifically for ME rec-
ognition. We hope with our 4DME dataset, new 4D methods
could be designed specifically for ME recognition.

5.3 Learning AUs for ME Emotion Recognition

In the third experiment, we would like to further verify
the relationship between AUs and emotion categories. As

discussed in previous sections, we assigned ME emotion
labels depending on observed AUs, as we think this is a more
objective and reliable way for annotation. Theoretically, there
should be a fixed correspondence between the AUs and ME
emotions, and we would like to demonstrate this in two steps.
First, we explore the relationships between the activation
maps of AUs and emotions learnt by a network. Second, we
explore whether learning AU information would help a neu-
ral network to better recognize ME emotion categories. We
use the 2D video data and 2D-based approaches for this part
of experiment.

5.3.1 Relationships of the Activation Maps

In Section V.A, the Res3D model was trained separately
either to learn different AU classes, or to learn different
emotion classes. It would be interesting to know the specific
activation regions that the model has learnt for each AU or
emotion class, and the relationships between the activation
maps. We adopt the Grad-Cam [93] approach to compute
the Class Activation Maps (CAMs) for each AU and emo-
tion class. The average CAMs for each AU and emotion is
achieved by averaging the CAMs of all samples in the form
of a 112 by 112 matrix, as shown in Figures 9.

The CAMs indicate corresponding facial regions that the
network learnt that are important (assigned higher weights)
for recognizing one AU or one emotion. From Fig. 9 it can
be seen that the activated regions are related with the loca-
tion of AUs, e.g., the CAM of AU4 is mostly activated in the
upper half, and the CAM of AU17 is mostly activated in the
lower half. The CAMs of emotions are more diffused.

We also computed the Pearson correlation coefficients of the
CAMs in order to validate the proposed theoretical AU-Emo

AU1 AU2 AU4 AU6 AU7 AU12 AU17
Face Negative Positive Surprise Repression Others
landmarks g P P

¥,

Fig. 9. Visualization of averaged CAMs for AUs and emotions. Lighter
color indicates higher associated weight.
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TABLE 9
Correlation Coefficients of CAMs: AU versus AU,
and AU versus Emotion
AUI AU2 AU4 AU7 AU6 AUI12 AUIY
AU 1 081 088 096 041 045 0.58
AU2 0.81 1 096 090 042 081 0.88
AU4 0.88 0.96 1 093 040 077 0.80
AU7 096 090 093 1 047 057 0.69
AU6 041 042 040 047 1 0.57 0.65
AU12 045 081 077 057 057 1 0.92
AU17 058 088 080 069 065 @ 092 1
Negative | 087 083 083 086 010 040 0.58
Positive 063 083 084 064 014 077 0.77
Surprise 090 079 083 076 0.04 0.33 0.47
Repression | 037 065 058 047 079  0.89 0.92
Others 068 083 08 070 048 0.83 0.87

pairs in Table 4. The correlation coefficients are listed in Table 9.
A larger value of the coefficient (range [—1, 1]) indicates stron-
ger correspondence of activated regions. If a stronger corre-
spondence could be observed between the learnt CAMs of one
AU-Emo pair, e.g., AU4-Negative, then it could work as a sup-
porting evidence for the proposed AU-Emo mapping. From
the lower part of Table 9, it can be seen that the results match
well the AU-Emo pairs we proposed in Table 4, e.g., AU1, AU4
and AU7 for Negative, AU12 for Positive, AU1+2 for Surprise,
AU17 for Repression, all have high correlation coefficients as
marked in red.

One thing to notice is that the CAMs analysis only con-
cerns the locations. Some AUs activate similar regions as
they occur at the same (or adjacent) location, thus have
higher inter-correlations between AU pairs, such as AUI -
AlU2 - AU4 - AU7, and AU12 - AU17, as marked in grey in
the top part of Table 9. Although the activated regions are
similar, the model learns different features depending on
the motions. The results in the table should not be deduced
in the opposite way, i.e., a high correspondence does not
necessarily mean the AU is ‘decisive’ for that emotion. For
example, the coefficient is 0.89 for AU12-Repression which
might because AU12 and AU17 activated similar regions.

The CAM visualization and analysis indicate that,
although the Res3D is not yet working perfectly for AU or
ME recognition, it does capture the important facial regions
for each class. The AUs and emotions were trained sepa-
rately, i.e., when trained for emotions the model has no info
about AU labels, but the learnt CAMs show consistent AU-
Emo relationship patterns as we proposed in Table 4, which
provide supportive evidence for our arguments.

5.3.2 Learning AUs for ME Emotion Recognition

Since the CAM analysis supports the AU-Emo mapping, we
further explore whether learning AUs could help the net-
work to achieve better performance for ME emotion recog-
nition. We adopt the Res3D+SCA model and add a graph
convolutional network (GCN) module [94] to form an end-
to-end framework, referred as AU-graph, which can learn
AUs for the task of ME emotion recognition, as shown in
Fig. 10. First, the SCA is utilized to detect AUs. Then the
detected AUs are passed through a GCN to recognize the
emotion of ME.

Specifically, the detected AU probability represents each
node in the node matrix of the graph. The adjacency matrix
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Fig. 10. The framework of AU-graph model, which uses detected AUs for
ME emotion recognition.
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Ay € R¥® is built based on the occurrence relationship
between the AUs via a data-driven approach. These two
components are fed into the GCN of one layer for feature
learning. The final loss Lj;zaus is composed of the AU detec-
tion loss L 47 and the ME emotion loss Ljg

Lypavs = oL ays + (1.1 — a) Ly, )

where « is the weight balancing the two losses. As we want
to explore the effectiveness of AUs for ME emotion recogni-
tion, the training focus on the AUs at first. The « is initial-
ized as 1.0, and then divided by 10 after every 30 epoch. The
total training epoch is 90. The results are shown at the last
row in Table 6, referred as "AU-graph’. It can be seen that
compared with the Res3D+SCA model, the AU-graph model
increased the average F1-score by 1.68% and increased the average
accuracy by 1.09%. The results demonstrated that learning
AUs could facilitate the model for ME emotion recognition.
The improvement is not large as the learnt AUs (detected
by SCA) are not 100% accurate which can be potentially
improved.

6 CONCLUSION

We introduced a new spontaneous ME dataset, the 4DME.
4DME contains multimodal facial videos, including recon-
structed dynamic 3D facial meshes, grayscale 2D frontal
facial videos, Kinect-color videos, and Kinect-depth videos.
Both micro- and macro-expression clips are labeled out, and
AU labels and emotion categories are annotated. Experi-
ments were carried out using three 2D-based methods
(LBP-TOP, Res3D, Res3D+SCA) and one 4D-based method
(CCDN) to provide baseline results. Preliminary findings
support our hypothesis that 4D data can benefit the task of
ME recognition. The previous ME datasets lack data vari-
ability, and we think that our proposed 4DME dataset is
valuable for handling this by: 1) exploring 4D-based meth-
ods, and 2) exploring fusion of various modalities for ME
recognition study in the future.

Besides, several key questions about ME annotation were
summarized and discussed, especially about the relation-
ship of AU labels and ME emotion categories. A prelimi-
nary AU-Emo mapping table was proposed with justified
explanations and supportive experimental results. Future
ME study needs more high quality data from multiple con-
tributors. Unified data annotation rules would allow better
data fusion, while data with free-form labels (or erroneous
labels) are hard to use, which would be a waste of efforts.
Arguably, more works are needed to tackle unsolved ques-
tions before we can reach a clearly-defined and widely-
accepted criteria for ME annotation. We hope the current
work can draw attention of the research community to focus
on the issues and join in future discussion.
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