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Abstract—Benefiting from free labeling pixel-level samples,
weakly supervised semantic segmentation (WSSS) is making
progress in automatically extracting building from high-resolution
(HR) remote sensing (RS) imagery. For WSSS methods, generating
high-quality pseudomasks is crucial for accurate building extrac-
tion. To improve the performance of generating pseudomasks by
using image-level labels, this article proposes a weakly supervised
building extraction method by combining adversarial climbing and
gated convolution. The proposed method optimizes class activation
maps (CAMs) by using adversarial climbing strategy, generates
accurate class boundary maps by introducing a gated convolution
module, and further refines building pseudomasks by fusing pair-
ing semantic affinities and CAMs with a random walk strategy.
Experimental results on three datasets—two ISPRS datasets and a
self-annotated dataset—demonstrate that the proposed approach
outperformed SOTA WSSS methods, leading to improvement of
building extraction from HR RS imager. This article provides
a new approach for optimizing pseudomasks generation, and a
methodological reference for the applications of weakly supervised
on RS images.

Index Terms—Adversarial climbing (AC), building extraction,
gated convolution, high-resolution (HR) remote sensing (RS)
imagery, weakly supervised semantic segmentation (WSSS).
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I. INTRODUCTION

AUTOMATIC building extraction plays an important role
in urban planning [1], building change detection [2], [3],

geographic data mapping, and updating [4]. With the increasing
amount of high-resolution (HR) remote sensing (RS) imagery
becoming an important and reliable data source, efficiently and
accurately extracting buildings from RS images is significant
and challenging.

Building extraction from RS imagery has been driven by
advancing deep learning technology in recent years. Buildings
can be extracted by classifying pixels of RS images as building or
nonbuildings, which is regarded as a semantic segmentation task
in computer vision [5]. Usually, semantic segmentation methods
first train a model by using dense pixel-level samples through
an end-to-end mechanism, and then classify each pixel of the
unlabeled image by using the trained model. Represented by
fully convolutional networks (FCNs) [6], an increasing body of
supervised approaches have been developed to advance building
extraction tasks, achieving significant performance improve-
ments. These methods usually require a large number of labeled
pixel-level samples to learn model parameters, especially given
the great variation of buildings in HR imagery across regions. Al-
though RS images are easily collected, labeling a large number
of pixel-level samples is labor-intensive and time-consuming. In
addition, due to the high complexity and diversity of building
distribution scenes in RS images, greater difficulties are involved
in efficiently obtaining high-quality pixel-level labels [7]. In
general, developing new methods to effectively extract buildings
from HR RS images by utilizing available labeled datasets or
easily obtained labels is urgently needed [8].

Inspired by weakly supervised learning that constructs pre-
dictive models by learning with weak supervision [9], weakly
supervised semantic segmentation (WSSS) methods are pro-
moted to alleviate the issue of lacking pixel-level labels. They
utilize easily obtained labels as week supervision to train mod-
els, such as bounding boxes, scribbles, points, and image-level
labels. The image-level class label indicates the category of
the object presented in an image, which is one of the easiest
types to acquire among these weak labels. Nowadays, a two-step
WSSS framework using image-level labels is widely used, which
includes a classification network and a segmentation network.
The framework generates pixel-level pseudomasks from given
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image-level labels in its first step. Usually, the step obtains a
class activation map (CAM) [10] from the classification network
trained with image labels and generates pseudomasks of objects
by expanding an initial CAM seed. In the second step of the
framework, a segmentation network model is trained by taking
the pseudomasks and the corresponding images as input, then
predicting final masks of objects by using the trained networks
[11].

Several WSSS methods have been developed to extract build-
ings from RS imagery and achieved promising results in the
past two years. For example, SPMF-Net [12] boosted building
segmentation by combining superpixel pooling and fused mul-
tiscale features. The approach generated CAMs that retain the
shape and boundary information in superpixel and contributed
to the accurate extraction of buildings. Li et al. [13] adopted
conditional random field (CRF) to optimize CAMs obtained
by a classification network and introduced CRF loss [14] and
CRF postprocessing in the segmentation network for accurate
building extraction. For WSSS methods, generating high-quality
pseudomasks is crucial for accurate building extraction. There
are two gaps in generating pseudomasks. First, CAMs focus on
the most discriminative parts, thus is prone to partial activation
of buildings regions, resulting in incomplete pseudomasks. In
addition, previous models are not optimized for refining build-
ing boundaries in pseudomasks, failing to produce accurate
buildings boundaries. There is still potential for improving the
performance of building extraction.

To this end, this article proposes a WSSS building extraction
method that integrates an adversarial climbing (AC) mechanism
and gated convolution module (GCM) to accurately extract
buildings from HR RS imagery. The proposed method utilizes
an AC strategy to optimize CAMs, designs a GCM to generate
class boundary maps (CBMs), and refines pseudomasks by
fusing pairing semantic affinities and CAMs with a random walk
strategy, contributing to enhancing the performance of building
extraction from HR RS imagery. The original contributions of
this article are as follows.

1) This article develops a new building pseudomasks gen-
eration framework based on image-level labels, which
advances weakly supervised building extraction from HR
RS imagery.

2) An antiadversarial attack mechanism named AC is in-
troduced to the pseudomask’s generation process, which
generates CAMs through iterative manipulation, helping
CAMs better cover buildings of various shapes.

3) The article introduces CBMs to present the latent bound-
aries of buildings and designs a GCM to generate
accurate CBMs by keeping the low-level boundary-
relevant features, enhancing the ability to extract building
boundaries.

4) Experimental results on three building extraction
datasets—two ISPRS standard datasets and a self-
annotation dataset—show that the proposed method out-
performs state-of-the-art weakly supervised methods.

The rest of this article is organized as follows. Section II
reviews related works. Section III introduces the proposed
framework, which is a weakly supervised building extraction

method by combining AC and gated convolution. Section IV de-
scribes the details of experimental settings and results. Section V
discusses factors that affect model performance, including net-
work structure and some hyperparameters. Finally, Section VI
concludes this article.

II. RELATED WORKS

Related works can be classified into the following three
categories: building extraction based on handcrafted features,
building extraction based on deep leaning, and WSSS methods
on RS imagery. They will be discussed in the following three
sections.

A. Building Extraction Based on Handcrafted Features

Traditionally, a large number of methods for building extrac-
tion from RS images are based on handcrafted features, such
as color, spectrum, contextual, shadow, and geometry infor-
mation [15]–[18]. For example, Sirmacek et al. [15] proposed
an approach for building detection using multiple cues, which
includes invariant color features and shadow information. Zhang
[16] developed a texture filtering technique for detecting urban
buildings. Awrangjeb et al. [17] proposed a novel method to
extract buildings in HR RS images based on shadow detection.
These features vary under different circumstances of light, at-
mospheric conditions, sensor quality, scale, surroundings, and
building architectures. The performances of those methods are
highly dependent on the selected features, which require strong
domain-specific knowledge. Especially, the design of empirical
features is varied with datasets sourced from different geograph-
ical regions or sensors. Developing data-adaptive automatic
methods for building extraction from RS images is valuable and
challenging.

B. Building Extraction Based on Deep Learning

Recently, the handcrafted features in an increasing body of
applications are gradually replaced by data-driven deep learning
technology, such as convolutional neural networks (CNN). Deep
learning-based studies have achieved excellent performance in
extracting building from RS images. Building extraction from
HR RS imagery can be treated as a pixel-wise classification task
of deep learning, initially known as semantic segmentation in the
computer vision field. Semantic segmentation methods extract
buildings by assigning each pixel to a class label that indicates
whether the pixel is a building or not.

Most image semantic segmentation methods based on deep
learning are derived from FCNs [6], a pioneer in pixel-wise
classification, and are continuously developing as a result of new
emerging deep learning models. For example, DeConvNet [19],
an encoder–decoder architecture, was developed with deconvo-
lution and unpooling layers based on VGG [20]. U-Net [21],
an end-to-end deep FCN, introduced skip connections between
downsampling and upsampling layers. Different variants of
U-Net have achieved superior performance in different image
segmentation tasks. SegNet [22] is an encoder–decoder neu-
ral network for semantic segmentation, in which the decoder
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introduced pooling indices to perform nonlinear upsampling.
DeepLab and its variants [23]–[25] use dilated convolution to
address the decreasing resolution caused by downsampling.
Recently, a spatial pyramid pooling strategy was introduced to
capture image context to segment objects accurately at multiple
scales. The pyramid scene parsing network [26] utilizes global
contextual information through a pyramid pooling module.

These semantic segmentation models, which were initially
developed for extracting basic objects from classic images,
have also achieved significant performance when applied to RS
image-related tasks. Building extraction from RS has advanced
with numerous variants of these semantic segmentation models.
For example, Siamese U-Net [27] tried improving segmentation
accuracies with shared weights. BRRNet [28] was developed
by combining a prediction module with a residual refinement
module, improving the accuracy of building extraction. Manual
characteristics and the guided filtering technique were applied to
optimize building extraction with a novel ResUNet network [29].
MTPA-Net [30] is a scene-driven multitask parallel attention
convolutional network for resolving the semantic gaps caused by
the large intraclass variance among different kinds of buildings.
Two UNet-based models, called MCG-UNet and BCL-UNet,
are proposed for road and building segmentation from aerial
imagery [31]. MFCNN [32] is a multifeature CNN for pixel-level
segmentation of buildings and utilizes morphological filtering to
regularize building boundaries. A novel FCN was proposed for
accurately extracting buildings, in which a boundary learning
task was embedded to help maintain the boundaries of buildings
[33]. E-D-Net [34] was derived for building segmentation from
visible aerial images, which preserves the edge information of
the images and achieves prediction with higher detail quality.
GRRNet [35] fuses HR aerial images and LiDAR point clouds
for building extraction, which introduces a gated residual mech-
anism including a gated feature labeling unit to reduce unnec-
essary feature information. BR-Net [36] consists of a shared
backend utilizing a modified U-Net and a multitask framework
to generate superior building outlines by addressing restrictions
and regulations of additional boundary information. SENet [37]
integrated three individual segmentation models to obtain fine-
scale spatial and spectral building information. However, these
methods follow a supervised machine learning paradigm. Their
model parameters need to be trained using a large number of
samples with pixel-level labels.

C. WSSS Methods on RS Imagery

Several studies have documented the effectiveness of weakly
supervised deep learning methods on semantic segmentation
tasks. Several weak annotations, including bounding boxes
[38]–[40], scribble [41], [42], and points [43], have been em-
ployed in recent WSSS models. Image-level labels are the most
widely used type of weak annotation mainly because various im-
age classification tasks have built a large number of image-level
samples and accumulated many pretrained image classification
models. The WSSS models usually generate pixel-level pseudo-
masks from weak annotations. Several studies [44]–[50] focused
on generating better CAMs and improving the quality of seed

area. Some research [51]–[53] aimed to expand the initial CAM
seed to identify more regions of the target object. For exam-
ple, AffinityNet [52] and IRNet [53] employed pairwise pixel
semantic affinities to optimize the pseudomasks with CAMs.

Nowadays, WSSS models have been derived for extract-
ing geographical entities from HR RS imagery. For example,
U-CAM [54], a new image classification network combined
with CAMs, was created for extracting cropland by considering
the distribution of image-level labels. In addition, a masked
U-Net was also proposed to obtain segmentation from sparse
pixel labels. A global convolutional pooling operation and a
local pooling pruning strategy were introduced into a WSSS
framework to address cloud detection [55]. Hierarchical residual
saliency maps combined with superpixel were generated to
fulfill residential-area segmentation with a novel hierarchical
weakly supervised learning method [56]. A weakly supervised
feature-fusion network was proposed to accomplish water and
cloud segmentation in RS images [57]. Adversarial learning and
self-training strategies were combined to develop the framework
for building segmentation in unsupervised domain adaptation
[58].

For building extraction, several studies have been conducted
with image-level labels. For example, SPMF-Net [12] generated
pseudomasks by combining superpixel pooling and multiscale
feature fusion with image-level labels. In SPMF-Net, a super-
pixel pooling layer was added to the classification network
to improve the integrity and boundary accuracy of a detected
building. A two-step training strategy approach was derived by
Li et al. [13], in which the fully connected CRF was utilized to
explore the spatial context in both training and prediction stages.

Although those methods have made significant improvements
in building extraction, their performances are highly dependent
on the quality of pseudomasks [13]. Due to the CAMs focusing
on the most discriminative parts, the generated pseudomasks
have a big gap with the ground-truth (GT) of buildings. It is
promising to improve the accuracy of building extraction by
optimizing the quality of the pseudomasks. To optimize, the
generated pseudomasks is expected to serve for a series of
applications on RS images, and is the research motivation of
this article.

III. METHOD

The article presents a weakly supervised building extraction
framework that combines AC and gated convolution (ACGC).
The ACGC framework takes image-level labels as weak super-
vision, aiming to improve pseudomask generation for accurately
extracting buildings from HR RS images. As shown in Fig. 1,
the whole pipeline contains three key components. In the first
component, the CAMs of buildings are generated and optimized
with AC. Then, the CBMs of buildings are obtained with a GCM
in the second component, and the pseudomasks of buildings are
expanded by CAMs and pairwise affinities from CBMs in the
third component. The three components will be discussed in the
following three sections, respectively.

With the generated pseudomasks, a classic supervised seg-
mentation model can be trained by taking pseudomasks as the
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Fig. 1. Overview of the proposed framework for building extraction based on WSSS. (a) Optimizing CAMs with AC. (b) Generating CBMs based on gated
convolution. (c) Producing pseudomasks with pairwise semantic affinities.

Fig. 2. Two workflows of CAMs optimization with AC.

GT of training samples. The model is expected to learn semantic
information of HR images to identify buildings. Specifically,
the learned supervised segmentation model can be fed with HR
RS images and output the building masks that present extracted
buildings.

A. Optimizing CAMs With AC

The classic WSSS framework generates CAMs mainly
through a trained classification network, which suffers from the
inaccuracy of obtained CAMs [10]. To improve the integrity of
the generated CAMs, this component introduces an antiadver-
sarial technique named AC [49] into the proposed framework to
optimize generated CAMs.

The component that generates CAMs with AC is composed
of two workflows, as shown in Fig. 2. The first workflow is
classification workflow, which generates initial CAMs based on
image-level labels. The second workflow is AC workflow, which
iteratively optimizes CAMs.

In the first workflow, a typical classification network is em-
ployed to generate the initial CAMs with image-level labels. The
network consists of a ResNet [59] backbone followed by a global
average pooling (GAP) layer and a fully connected layer. The
training task is formulated as a binary classification problem and
employs the binary cross-entropy as its loss function as follows:

− 1

n

∑
(yB log σ(ŷB) + (1− yB) log(1− σ(ŷB))) (1)

where yB denotes the class label, ŷB denotes the classification
score, and σ represents the sigmoid function. The CAMs are
computed from the weighted sum of the feature maps of the
last convolutional layer of the classification network. The value
of each pixel in the CAM is normalized so that the maximum
activation probability of each pixel is up to 1. Specifically,
CAM(x) of an image x can be calculated as follows:

CAM(x) =
WTf(x)

max(WTf(x))
(2)

where f(x) denotes the feature map of image x before the GAP
layer, and W denotes the weight matrix of the fully connected
layer of the classification network.

In the second workflow, AC is introduced to perturb HR RS
images along pixel gradients, thus increasing the classification
score of the building [60]. AC is iteratively executed NI times
to generate manipulated images that are fed into the trained
classifier to obtain CAMs, where NI is a hyperparameter. Given
the initial image x0, the AC process can be presented by

xt = xt−1 + ε∇xt−1Y

Y = ŷt−1
B − λ

∥∥Rt−1
B �Ht−1

B

∥∥
Rt−1

B =

{
1, if CAM(xt−1) ≥ θ
0, if CAM(xt−1) < θ

Ht−1
B =

∣∣CAM(xt−1)− CAM(x0)
∣∣ (3)

where t is the number of iterations ranging from 1 to NI, ε is the
size of the adversarial perturbation, and x t denotes the manipu-
lated image by changing the value of each pixel using gradient
updates. ∇xt−1 Y is the gradient of Y with respect to x t−1

computed using backpropagation. Y is the regularization formula
of the classification score, Rt−1

B is a restricting mask computed
by thresholding CAM(x t−1) with θ, Ht−1

B is the differences of
CAMs between x t−1 and x 0. � is the element-wise product, ||·||
is the sum operation, and ŷt−1

B is the classification score of x t−1

of buildings. λ is a hyperparameter of masking regularization.
By regularization, scores of high-activated building areas remain
unchanged, whereas scores of low-activated building areas can
be iteratively increased. The nondiscriminative building regions
in the manipulated images are gradually optimized. Thus, the
CAMs can identify more regions of buildings. The optimized
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Fig. 3. Generating CBMs based on GCM. Pixels with higher values (blacker)
in CBMs represent likely class boundaries.

CAMs, MB, can be normalized by aggregating the CAMs
obtained from the manipulated image x at each iteration t as
follows:

MB =

∑NI
t=0 CAM(xt)

max
∑NI

t=0 CAM(xt)
. (4)

B. Generating CBMs Based on Gated Convolution

Although the CAMs generated in the first component have
been optimized by AC, the building boundaries have not been
accurately refined. In this section, the proposed method further
detects class boundaries to obtain pairwise semantic affinities
[52] as additional information to generate pseudomasks. Here,
a GCM is designed to generate CBMs. CBMs will present po-
tential class boundaries between pixels of the confident building
category and that of the nonbuilding category. The GCM will
filter out the higher-level semantic information that may be
inappropriate for class boundary detection and identify building
boundaries with low-level features of HR images [61].

As shown in Fig. 3, feature maps of the four levels of the
backbone network are fed to the GCM as the input. A set
of residual blocks and gated convolution layers (GCLs) are
employed to detect class boundaries. Specifically, fn and gn
denote thenth-level feature maps of the backbone and the output
of the nth residual block, respectively, where n ∈ 1, 2, 3. Then,
an attention map αn is calculated as the input of GCL

αn = σ(C1×1(fn+1 ‖ gn)) (5)

where σ is the sigmoid function, C1×1 denotes the 1 × 1 con-
volution operation, and || denotes the concatenation operation.

Afterward, the attention map αn and feature maps fn conduct
element-wise product �, following a residual connection, and
channel-wise weighting with kernel wn. GCL can be calculated

as follows:

ĝ(i,j)n = (gn ∗ wn)(i,j) = ((gn(i,j)
� αn(i,j)

) + gn(i,j)
)Twn

(6)
where ∗ denotes GCL operation, and ĝ

(i,j)
n is the output of GCL.

The kernelwn with a size of 1× 1 is applied for each pixel (i, j).
gn+1 is derived by feeding ĝ

(i,j)
n to the residual block as follows:

gn+1 = res(ĝ(i,j)n ). (7)

gn+1 is fed into the next GCL layer in the GCM. The first
residual block takes the feature map f1 as input, and outputs g1,
and the last 1× 1 convolution produces a CBM. When two pixels
are separated by class boundaries in CBM, they are considered
a pair with a low semantic affinity.

For a pair of pixelsxi andxj , the semantic affinityaij between
them is defined as follows:

aij = 1− max
k∈∏ij

B(xk) (8)

where B ∈ RH×W denotes the CBM, and
∏

ij represents a
collection of pixels on the line betweenxi andxj . The maximum
distance of a pair should be less than the radius γ. That is,
the method ignores pairs whose distance is greater than γ. The
GT binary edges are not given, which is why this article takes
semantic affinity labels of pairwise pixels defined in IRNet
[53] as the supervision for training our GCM. The semantic
affinity labels derived from the confident region in CAMs have
been proved to be effective in learning and generating class
boundaries.

C. Refining Pseudomask With Pairwise Semantic Affinity

In this section, the pseudomasks of buildings are refined based
on CAMs and CBMs generated in the two previous subsections.
With the trained GCM, the semantic affinity matrix of each pair-
wise pixel can be computed from the predicted CBMs according
to (8). Then, the component performs random walk propagation
[62] on the CAMs with a transition probability matrix derived
from the semantic affinity matrix. Specifically, the transition
probability matrix T, in which diagonal elements are set to 1, is
obtained as follows:

T = S−1Aoβ , where Sii =
∑
j

aβij , A = [aij ] ∈ Rwh×wh

(9)
where A denotes the semantic affinity matrix, and Aoβ is A
to the Hadamard power. The diagonal matrix S is computed
for row-wise normalization of Aoβ . The semantic propagation
conducted by random walk is performed with T by

vec(M ∗
B) = T p · vec(MB � (1−B)) (10)

where � is the element-wise product, vec( · ) means vectoriza-
tion of a matrix, andpdenotes the number of iterations of random
walk. Thereby, the activation value of each pixel is spread to
neighboring regions with the same semantic information accord-
ing to dense semantic affinities.

Finally, this component produces pseudomasks by assigning
“Building” to a pixel with an activation score above the segmen-
tation threshold ST and “Nonbuilding” to other pixels.
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Fig. 4. Samples of the ISPRS datasets and corresponding GT masks. (a)–(d)
Vaihingen. (e)–(f) Potsdam.

IV. EXPERIMENTS AND RESULTS

A. Data

1) ISPRS Potsdam and Vaihingen Dataset: The Potsdam
and Vaihingen datasets, which are two public semantic labeling
contest datasets provided by the ISPRS II/4 committee, are used
to evaluate the proposed method. The two datasets consist of
three bands of TIFF files and their corresponding digital surface
model data. The Potsdam dataset contains 38 raw large aerial
images, with 24 images in its training set and 14 images in its
test set. All the images are 6000 × 6000 pixels at 5 cm spatial
resolution. The Vaihingen dataset comprises 33 raw large image
patches of different sizes with a ground resolution of 9 cm/pixel,
with 16 images in its training set and 17 images in its test set.
The two datasets can be downloaded from the ISPRS official
website [63].

In this article, raw images with three channels of red, green,
and blue were selected from the Potsdam dataset, and images
with three channels of near-infrared, red, and green were chosen
from the Vaihingen dataset. For the Potsdam dataset, the image
named “top_potsdam_7_10_RGB” that has an error in its an-
notations [64] was removed from its test dataset. Fig. 4 shows
some samples and corresponding building GT masks.

Following the data preprocessing in previous works [13], the
raw images in the training dataset are cropped into 256 × 256
patches with a sliding step size of 128. The image-level labels
in this article are similarly determined by the pixel ratio of
buildings in an image patch. Specifically, a patch is labeled
as building when its pixel ratio is greater than 0.25 and is
labeled as nonbuilding when the image does not contain any

Fig. 5. Samples of the self-annotated building segmentation dataset and cor-
responding GT masks.

building pixels. The remaining unlabeled images with a pixel
ratio between 0 and 0.25 are removed. The raw images in the
test dataset are also cropped into 256× 256 patches for adopting
overlapping strategy when inferencing. Finally, the processed
Potsdam dataset contains 38 281 image patches from 23 raw
images for training, with 18 243 building patches and 20 038
nonbuilding patches, and 32 256 image patches from 14 raw
images for testing. The processed Vaihingen dataset contains
2588 image patches from 16 raw images for training, with 2092
building patches and 496 nonbuilding patches, and 5530 image
patches from 17 raw images for testing.

2) Self-Annotated Building Segmentation Dataset: The self-
annotated building segmentation dataset is a manually labeled
pixel-level HR RS imagery dataset. Its raw images are sampled
from Google Maps. This dataset contains 7260 patches located in
four cities (Beijing, Wuhan, Shanghai, and Shenzhen) in China.
Each patch has a resolution of 500 × 500 pixels with a ground
resolution of 0.29 m.

The processed self-annotated dataset contains 2352 training
patches, with 2009 building patches, 343 nonbuilding patches,
and 1275 testing patches. Four samples and corresponding GT
masks are shown in Fig. 5.

B. Experimental Settings

The training procedure of this article consists of three steps:
training a classification network, training GCM, and training a
segmentation network. It is performed in the following manner:
image labels are first employed to train a classification network
for producing CAMs. The semantic affinity labels from CAMs
are then utilized to train GCM, which generates CBMs for
refining pseudomasks of all images in the training dataset. Fi-
nally, the pseudomasks are used to tune a segmentation network,
a DeepLabv3+ model pretrained on ImageNet. The training of
the segmentation network is supervised by cross-entropy loss on
both foreground and background pixels in the pseudomask.

For training the classification network, the backbone of the
classification network in the first component is a pretrained
ResNet-50 [59] model, in which the stride of the last down-
sampling layer is adjusted to 2. This article uses the stochastic
gradient descent optimizer with a momentum of 0.9 and weight
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decay of 1× 10−4 for training classification networks. The initial
learning rate is set to 0.001 and the learning rate decay strategy
of “poly” is adopted. The batch size is set to 16. The randomly
horizontal flipping and multiscale training were performed for
40 epochs. For training GCM, the GCM from the ResNet-50
backbone network was trained for ten epochs. In this step, the
initial learning rate was set to 0.01, the batch size was set to 32,
and the backbone was frozen during GCM training. The radius
γ was set to 5 for training and 3 for testing. For training the
segmentation network, the value of batch size was set to 8, and
the number of classes was set to 2. In its inference process, the
testing images were evaluated by an overlapping strategy [13].

The three key components of ACGC were implemented
with PyTorch, and the segmentation network of ACGC was
implemented with PaddleSeg [65]. All the experiments were
conducted on a 2080 super GPU.

C. Evaluation Metrics

Considering the building extraction from HR RS images
used evaluation metrics in semantic segmentation, tasks were
employed for examining model performances, including the
intersection over union (IoU), precision, recall, and F1-score,
which are formulated as follows:

IoU = TP/(TP + FP + FN)

Precision = TP/(TP + FP)

Recall = TP/(TP + FN)

F1 = 2× (Precision× Recall)/(Precision + Recall)
(11)

where TP means the true positive rates, FP means the false
positive rates, and FN means the false negative rates. Precision
represents the percentage of TP in the ground truth, recall
indicates the percentage of TP in the segmentation result, the
F1-score is the weighted average of precision and recall, and
IoU is the average value of the intersection of the prediction and
ground truth over their union.

D. Baselines

In this article, the proposed method was compared with three
WSSS models: CAM [10], IRNet [53], and AdvCAM [49].
IRNet is designed for weakly supervised instance segmentation
with image-level labels. IRNet consists of two branches: one
is to predict displacement field and generates instance-wise
CAMs, and the other is to detect CBMs and predict pairwise
semantic affinities between pixels. AdvCAM utilizes adversarial
image manipulation to increase classification scores and produce
CAMs, which helps identify regions occupied by objects more
accurately. In [53], IRNet was employed on the CAMs to ob-
tain pseudomasks. For the three models, their best pseudomask
results in several experiments are chosen to train their segmen-
tation network [48].

Moreover, a widely used fully supervised segmentation model
(Fully) called DeepLabv3+ [25] is used to examine the effective-
ness of the proposed method. DeepLabv3+ employs GT masks

TABLE I
PSEUDOMASK RESULTS ON THE POTSDAM AND VAIHINGEN DATASET

The metrics used in the table are the accuracies of pseudomasks on training patches.
BP presents building regions in pseudomasks and NBP presents nonbuilding regions in
pseudomasks. The bold values denote the best results.

instead of pseudomasks to train the model, which means that it
does not indicate that the model is superior even if it has higher
accuracy than ACGC or the WSSS baseline models.

E. Pseudomask Results

Three group experiments were conducted on three datasets
to examine the performances of generating pseudomasks. As
shown in Table I, ACGC achieves the best performance among
the four WSSS methods in terms of the IoU values and F1 values
of the building (BP) and nonbuilding (NBP) pixels. Compared
to pseudomask from the CAM method, the BP IoU increases
by 0.048, 0.120, and 0.043 and the NBP IoU rises by 0.138,
0.081, and 0.052 in these three datasets. Furthermore, the results
from two state-of-the-art methods, i.e., IRNet and AdvCAM,
are also inferior to those of our method. The results suggest
that introducing an antiadversarial attack mechanism and GCM
helps to improve the generation of pseudomasks and further
obtain better building extraction results. Since the segmentation
model is trained with the pseudomasks, the improvement of
pseudomasks will help to extract buildings more accurately.

F. Building Extraction Results

1) Results of ISPRS Potsdam and Vaihingen Dataset: Table II
lists the comparison building extraction results on the Potsdam
dataset and Vaihingen dataset. As shown in Table II, the pro-
posed ACGC framework achieves the best building extraction
performance among the four WSSS methods. Specifically, it
obtains IoU and F1-score values of 0.784 and 0.879 on the
Potsdam dataset and 0.845 and 0.916 on the Vaihingen dataset,
respectively, making a significant improvement compared with
the three baseline models. Compared with AdvCAM, ACGC
produces output with lower accuracy in terms of precision and
recall on the two datasets. The proposed method still achieves
the best tradeoff in terms of IoU and F1-score. Therefore, ACGC
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Fig. 6. Visualized results on the Potsdam dataset. (a) Original RS images. (b) GT. (c) CAM. (d) IRNet. (e) AdvCAM. (f) ACGC. (g) Fully.

TABLE II
BUILDING EXTRACTION RESULTS ON THE POTSDAM AND VAIHINGEN DATASET

The presented segmentation accuracies are calculated on testing images with an overlapping
evaluation. The optimal adversarial iterations on the two datasets are set as 2 and 3,
respectively. The bold values denote the best results.

shows better building extraction performance, which is mainly
attributed to the quality of the pseudomasks.

To further observe model performances, the results of some
samples in the Potsdam dataset are illustrated in Fig. 6. In some
areas with narrow streets, the proposed method extracted more
BP and misclassified fewer NBP, which can be seen in the first
and third rows of the figure. In the complexity scene, even in
the presence of similar building spectral with other features, the
proposed method generates better boundaries than the baseline
models, which can be seen in the second and fourth rows of the
figure.

Some samples in the Vaihingen dataset are selected to further
illustrate the results of the building extraction, as shown in Fig. 7.
Compared with other WSSS models, ACGC captures more
accurate boundaries and outputs fewer incorrect BP, leading

TABLE III
BUILDING EXTRACTION RESULTS ON THE SELF-ANNOTATED BUILDING

SEGMENTATION DATASET

The presented segmentation accuracies are calculated on testing images with an overlapping
evaluation. The optimal adversarial iterations on the dataset are set as 3. The bold values
denote the best results.

to building boundaries closer to GTs. The results can be ex-
plained by the fact that ACGC captures boundary features during
pseudomask generation and further improves the segmentation
results.

Moreover, the proposed method also shows great performance
for dense buildings. Fig. 8 shows the segmentation results of
two local dense building areas. The proposed method can better
extract BP from the background in those areas.

2) Results of Self-Annotated Building Segmentation
Dataset: A series of experiments is conducted on a self-
annotated building segmentation dataset to further examine the
performance of ACGC. The segmentation model trained by
the high-quality pseudomasks presents the best advantages in
extracting buildings, as shown in Table III. Although the metric
values of all models on this dataset are lower than those of the
above datasets, ACGC achieves a significant improvement of
0.071 and 0.021 in terms of building IoU compared with the
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Fig. 7. Visualized results on the Vaihingen dataset. (a) Original RS images. (b) GT. (c) CAM. (d) IRNet. (e) AdvCAM. (f) ACGC. (g) Fully.

Fig. 8. Building extraction results in local dense building areas of two samples in the Vaihingen dataset. (a) and (b) Outputs of [13]. (c) and (d) Outputs of the
proposed method.

IRNet and AdvCAM. This finding suggests that the proposed
framework is effective.

Fig. 9 visualizes some comparison results on the self-
annotated building segmentation dataset. For some challenging
scenes, the shadow interference (as shown in the second row), the
regular building shapes (as shown in the first and fourth rows),
and irregular building shapes (as shown in the third row), the
proposed method can reserve more integral building regions and
clearer building boundaries. These results suggest that ACGC is
promising.

3) Results Compared With Fully Supervised Semantic Seg-
mentation: The segmentation results from the fully supervised
method are also shown in our experiments. ACGC can outper-
form the supervised network in some cases, for example, the
samples in the third row of Fig. 7. As shown in Table IV, the
proposed method can achieve comparable results to the fully

supervised method (Fully). In the table, ACGC achieves 93.4%
and 96.4% performance of the fully supervised method in terms
of IoU and F1-score on the Postsdam dataset and achieves
89.6% and 94.2% performance on the Vaihingen dataset. ACGC
improves segmentation accuracy and narrows the performance
gap between weakly and fully supervised building extraction
models.

V. DISCUSSION

A. Ablation Study

In this section, ablation experiments are conducted on the
Vaihingen dataset to further evaluate the effectiveness of key
components in ACGC. Specifically, we examine model perfor-
mances after removing the AC and GCM. The w/o GCM method
removes GCM as well as the random walk policy that depends on
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Fig. 9. Visualized results of building extraction on the self-annotated building segmentation dataset. (a) Original RS images. (b) GT. (c) CAM. (d) IRNet.
(e) AdvCAM. (f) ACGC. (g) Fully.

TABLE IV
BUILDING EXTRACTION RESULTS BETWEEN WSSS AND FULLY WSSS ON

THE POTSDAM, VAIHINGEN, AND SELF-ANNOTATED BUILDING

SEGMENTATION DATASETS

GCM. To clearly elaborate the findings, the values of evaluation
metrics for both the building pixels (BP) and nonbuilding pixels
(NBP) are recorded and listed in Table IV.

As shown in Table V, the full framework (ACGC) exhibits
the best performance, achieving the best tradeoff according to
IoU and F1-score on pseudomasks. ACGC has a lower NBP
precision and a lower BP recall compared with w/o Adv. We
argue that AC is employed to generate more integral CAMs and
consequently tend to a higher threshold to reach the best IoU of
pseudomasks, resulting in fewer pixels being labeled as build-
ing. In addition, ACGC employs the GCM and learns pairwise
semantic affinities to further expand the building regions. After
the GCM is removed, all the performance metrics in Table V

Fig. 10. Comparison results of the CBMs and pseudomasks generated by
different methods. (a) and (b) CBMs generated by ACGC and IRNet. (c) and
(d) Pseudomasks obtained by ACGC and IRNet.

are reduced. This result suggests that the GCM helps correct
some errors and learns reliable affinities from confident regions
in CAMs, thus better expanding the building regions.

B. Improvement of CBM From GCL

The GCL is introduced to optimize CBMs and thus improves
the quality of the generated pseudomasks. To observe the im-
provement of CBM from introducing GCL, the results of a
sample are visualized in Fig. 10.
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TABLE V
ABLATION RESULTS WITH DIFFERENT COMPONENTS INTEGRATION IN ACGC ON THE VAIHINGEN DATASET

The metrics used in the table are the accuracies of pseudomasks on training patches. BP presents building regions in pseudomasks
and NBP presents nonbuilding regions in pseudomasks. The bold values denote the best results.

Fig. 11. Effect of adversarial iterations for CAMs in the Vaihingen dataset.

As shown in Fig. 10, the GCL contributes to detecting more
precise class boundaries. In the figure, the closer the class
boundaries in CBMs are to the boundaries of buildings, the more
accurate the pseudomasks are. This result can be explained by
the fact that the inappropriate information for class boundary
identification is gradually filtered out with the help of the gating
mechanism, and better CBMs are generated.

C. Effect of the Number of AC

Once the number of iterations reaches NI, the iterative process
of the AC process will be finished. To examine the effect of NI
values, experiments are conducted on the Vaihingen dataset in
this section.

As shown in Fig. 11, when NI is set to 3, the CAMs fit
building regions best. This finding suggests that an excessive
number of iterations will raise the problem of overactivation. In
addition, more nonbuilding regions are wrongly activated if NI
is larger than 3. The NI value in this article is smaller than that in
the classical application [49], in which NI is set to 27. We argue
that the reason for this result is that building extraction is the
process of identifying a single category of pixels, namely the
building category pixels. ACGC extracts fewer categories than
in the PASCAL VOC 2012 dataset task and should employ few
adversarial iterations.

D. Improved Pseudomasks on Various Quality CAMs

ACGC generates optimized pseudomasks based on CAM,
which is why its performance may vary somewhat when various-
quality CAMs are inputted. This section will examine the effect
of CAMs quality on the generated pseudomasks.

With the given CAMs, we conducted experiments by taking
AdvCAM as a baseline and examined their BP and NBP IoU of
pseudomasks. Three groups of CAMs, each with IoUs of 0.714,
0.677, and 0.653, respectively, are selected for our experiments.

Table VI shows that the IoU of CAMs and the IoU of pseudo-
masks are positively correlated. The results are consistent with
our knowledge that better CAMs contribute to better quality
pseudomasks in terms of BP and NBP.

Moreover, the experimental results show that a noisier CAM
(smaller IoU values) corresponds to a greater advantage of our
model over AdvCAM. This result occurred because the GCLs in
the GCM retain the boundary features and simultaneously filter
out irrelevant and incorrect features learned by poor confident
semantic labels. Our GCM generates better CBMs and further
corrects wrongly classified pixels by random walk propagation.
Consequently, ACGC obtained better IoU of pseudomasks when
CAMs have worse quality.

E. Experiments With More Segmentation Model

To further examine the quality of the pseudomasks generated
by the proposed method, three SOTA segmentation networks
are selected for the following experiments on the Vaihingen
dataset. These segmentation networks are trained by feeding the
pseudomasks from ACGC and AdvCAM, respectively. Their
IoU, precision, recall, and F1 on the test dataset are reported in
Table VII. As shown in the table, the three networks using the
pseudomask generated by ACGC have higher IoU, precision, re-
call, and F1 compared to those using the pseudomask generated
by AdvCAM. The results show that the improved pseudomasks
generated by ACGC are robust, which can be combined with
a series of semantic segmentation methods for improving the
performance of weakly supervised building extraction.

F. Experiment on Model Efficiency

To examine the efficiency of ACGC, the comparison exper-
iments were conducted with two WSSS baseline methods on
the Vaihingen dataset. Both training time and inference time
of pseudomasks are reported in Table VIII. As listed in this
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TABLE VI
INFLUENCE OF QUALITY OF CAM ON THE PSEUDOMASKS BETWEEN ADVCAM AND ACGC ON THE VAIHINGEN DATASET

The metrics used in the table are the accuracies on training patches. BP represents building regions of pseudomasks and NBP represents
nonbuilding regions of pseudomasks. The bold values denote the best results.

TABLE VII
COMPARISON RESULTS ON THE VAIHINGEN DATASET OF THREE DIFFERENT

SEGMENTATION NETWORKS USING PSEUDOMASKS FROM ADVCAM AND

ACGC, RESPECTIVELY

TABLE VIII
TIME COST COMPARISON WITH TWO BASELINE METHODS

The pseudomasks inference time is the sum of time from AD, GCM, and random walk.

table, the training time cost of ACGC is slightly higher than
that of the two baseline methods, and the inference time of
ACGC is approximately the same as that of AdvCAM. The
experimental results show that the introduction of GCM in
ACGC does not significantly increase time consumption. We
argue that the proposed ACGC offers a better tradeoff between
accuracy and efficiency.

VI. CONCLUSION

This article proposed an approach to improve weak
supervision-based building extraction from HR RS imagery.
The approach uses antiadversarial manipulation to generate
more integral CAMs as building seed regions and optimizes
the boundaries in pseudomasks by introducing a GCM. Ex-
perimental results on three datasets show that the proposed
method outperforms the state-of-the-art methods and achieves
higher IoU and clearer boundaries. This article provides a new
method for generating better pseudomasks of buildings and
offers a methodological reference for the applications of weakly
supervised RS images.

The main limitation of this article is that only one type
of annotation was utilized to generate pseudomasks. The new
model integrating more kinds of weakly supervised annotations
is expected to enhance the proposed model. Moreover, the
approach of expanding CAMs can be explored in greater detail
in the future work.

ACKNOWLEDGMENT

The authors would like to thank Dr. Zhuo Zheng, who is
studying in the State Key Laboratory of Information Engineering
in Surveying, Mapping, and Remote Sensing, Wuhan University,
China, and the editors and reviewers, who provided valuable
suggestions that refined this article effectively.

REFERENCES

[1] G. Sohn and I. Dowman, “Data fusion of high-resolution satellite imagery
and lidar data for automatic building extraction,” ISPRS J. Photogramm.
Remote Sens., vol. 62, no. 1, pp. 43–63, 2007.

[2] L. Khelifi and M. Mignotte, “Deep learning for change detection in remote
sensing images: Comprehensive review and meta-analysis,” IEEE Access,
vol. 8, pp. 126385–126400, 2020.

[3] Y. Sun, X. Zhang, J. Huang, H. Wang, and Q. Xin, “Fine-grained building
change detection from very high-spatial-resolution remote sensing images
based on deep multitask learning,” IEEE Geosci. Remote Sens. Lett.,
vol. 19, Sep. 2022, Art. no. 8000605.

[4] A. E. Maxwell et al., “Semantic segmentation deep learning for extracting
surface mine extents from historic topographic maps,” Remote Sens.,
vol. 12, no. 24, 2020, Art. no. 4145.

[5] S. Minaee, Y. Y. Boykov, F. Porikli, A. J. Plaza, N. Kehtarnavaz,
and D. Terzopoulos, “Image segmentation using deep learning: A
survey,” IEEE Trans. Pattern Anal. Mach. Intell., to be published,
doi: 10.1109/TPAMI.2021.3059968 Feb. 2021.

[6] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks
for semantic segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., Jun. 2015, pp. 3431–3440.

[7] Y. Li, T. Shi, Y. Zhang, W. Chen, Z. Wang, and H. Li, “Learning deep
semantic segmentation network under multiple weakly-supervised con-
straints for cross-domain remote sensing image semantic segmentation,”
ISPRS J. Photogramm. Remote Sens., vol. 175, pp. 20–33, 2021.

[8] L. Chan, M. S. Hosseini, and K. N. Plataniotis, “A comprehensive analysis
of weakly-supervised semantic segmentation in different image domains,”
Int. J. Comput. Vis., vol. 129, no. 2, pp. 361–384, 2021.

[9] Z.-H. Zhou, “A brief introduction to weakly supervised learning,” Nat.
Sci. Rev., vol. 5, no. 1, pp. 44–53, 2018.

[10] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Learning
deep features for discriminative localization,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2016, pp. 2921–2929.

[11] D. Zhang, H. Zhang, J. Tang, X. Hua, and Q. Sun, “Causal intervention
for weakly-supervised semantic segmentation,” in Proc. 34th Conf. Neural
Inf. Process. Syst., 2020, pp. 655–666.

https://dx.doi.org/10.1109/TPAMI.2021.3059968


FANG et al.: IMPROVED PSEUDOMASKS GENERATION FOR WEAKLY SUPERVISED BUILDING EXTRACTION FROM HR RS IMAGERY 1641

[12] J. Chen, F. He, Y. Zhang, G. Sun, and M. Deng, “SPMF-Net: Weakly super-
vised building segmentation by combining superpixel pooling and multi-
scale feature fusion,” Remote Sens., vol. 12, no. 6, 2020, Art. no. 1049.

[13] Z. Li, X. Zhang, P. Xiao, and Z. Zheng, “On the effectiveness of
weakly supervised semantic segmentation for building extraction from
high-resolution remote sensing imagery,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 14, pp. 3266–3281, 2021.

[14] A. Obukhov, S. Georgoulis, D. Dai, and L. Van Gool, “Gated
CRF loss for weakly supervised semantic image segmentation,” 2019,
arXiv:1906.04651.

[15] B. Sirmacek and C. Unsalan, “Building detection from aerial images using
invariant color features and shadow information,” in Proc. 23rd Int. Symp.
Comput. Inf. Sci., Dec. 2008, pp. 1–5.

[16] Y. Zhang, “Optimisation of building detection in satellite images by
combining multispectral classification and texture filtering,” ISPRS J.
Photogramm. Remote Sens., vol. 54, no. 1, pp. 50–60, 1999.

[17] M. Awrangjeb, C. Zhang, and C. S. Fraser, “Improved building detection
using texture information,” Int. Arch. Photogramm., Remote Sens. Spatial
Inf. Sci., vol. 38, pp. 143–148, 2011.

[18] D. Chen, S. Shang, and C. Wu, “Shadow-based building detection and
segmentation in high-resolution remote sensing image,” J. Multimedia,
vol. 9, no. 1, pp. 181–188, 2014.

[19] H. Noh, S. Hong, and B. Han, “Learning deconvolution network for
semantic segmentation,” in Proc. IEEE Int. Conf. Comput. Vis., Feb. 2015,
pp. 1520–1528.

[20] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. Int. Conf. Learn. Representations,
2015, pp. 1–14.

[21] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. Image
Comput. Comput.-Assist. Interv., 2015, pp. 234–241.

[22] V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep con-
volutional encoder-decoder architecture for image segmentation,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 39, no. 12, pp. 2481–2495, Dec.
2017.

[23] L. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille,
“DeepLab: Semantic image segmentation with deep convolutional nets,
atrous convolution, and fully connected CRFs,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 40, no. 4, pp. 834–848, Apr. 2017.

[24] L. Chen, G. Papandreou, F. Schroff, and H. Adam, “Rethinking atrous
convolution for semantic image segmentation,” 2017, arXiv:1706.05587.

[25] L. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-
decoder with atrous separable convolution for semantic image segmenta-
tion,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 801–818.

[26] H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, “Pyramid scene parsing
network,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., Jul. 2017,
pp. 2881–2890.

[27] S. Ji, S. Wei, and M. Lu, “Fully convolutional networks for multisource
building extraction from an open aerial and satellite imagery data set,”
IEEE Trans. Geosci. Remote Sens., vol. 57, no. 1, pp. 574–586, Jan. 2018.

[28] Z. Shao, P. Tang, Z. Wang, N. Saleem, S. Yam, and C. Sommai, “BRRNet:
A fully convolutional neural network for automatic building extraction
from high-resolution remote sensing images,” Remote Sens., vol. 12, no. 6,
2020, Art. no. 1050.

[29] Y. Xu, L. Wu, Z. Xie, and Z. Chen, “Building extraction in very high-
resolution remote sensing imagery using deep learning and guided filters,”
Remote Sens., vol. 10, no. 1, 2018, Art. no. 144.

[30] H. Guo, Q. Shi, B. Du, L. Zhang, D. Wang, and H. Ding, “Scene-
driven multitask parallel attention network for building extraction in high-
resolution remote sensing images,” IEEE Trans. Geosci. Remote Sens.,
vol. 59, no. 5, pp. 4287–4306, May 2020.

[31] A. Abdollahi, B. Pradhan, N. Shukla, S. Chakraborty, and A. Alamri,
“Multi-object segmentation in complex urban scenes from high-resolution
remote sensing data,” Remote Sens., vol. 13, no. 18, 2021, Art. no. 3710.

[32] Y. Xie et al., “Refined extraction of building outlines from high-resolution
remote sensing imagery based on a multifeature convolutional neural
network and morphological filtering,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 13, pp. 1842–1855, 2020.

[33] S. He and W. Jiang, “Boundary-assisted learning for building extraction
from optical remote sensing imagery,” Remote Sens., vol. 13, no. 4, 2021,
Art. no. 760.

[34] Y. Zhu, Z. Liang, J. Yan, G. Chen, and X. Wang, “E-D-Net: Automatic
building extraction from high-resolution aerial images with boundary
information,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 14, pp. 4595–4606, 2021.

[35] J. Huang, X. Zhang, Q. Xin, Y. Sun, and P. Zhang, “Automatic build-
ing extraction from high-resolution aerial images and lidar data using
gated residual refinement network,” ISPRS J. Photogramm. Remote Sens.,
vol. 151, pp. 91–105, 2019.

[36] G. Wu et al., “A boundary regulated network for accurate roof seg-
mentation and outline extraction,” Remote Sens., vol. 10, no. 8, 2018,
Art. no. 1195.

[37] D. Cao, H. Xing, M. S. Wong, M.-P. Kwan, H. Xing, and Y. Meng,
“A stacking ensemble deep learning model for building extraction from
remote sensing images,” Remote Sens., vol. 13, no. 19, 2021, Art. no. 3898.

[38] J. Dai, K. He, and J. Sun, “Boxsup: Exploiting bounding boxes to supervise
convolutional networks for semantic segmentation,” in Proc. IEEE Int.
Conf. Comput. Vis., Dec. 2015, pp. 1635–1643.

[39] C. Song, Y. Huang, W. Ouyang, and L. Wang, “Box-driven class-wise
region masking and filling rate guided loss for weakly supervised semantic
segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
Jun. 2019, pp. 3136–3145.

[40] J. Lee, J. Yi, C. Shin, and S. Yoon, “BBAM: Bounding box attribu-
tion map for weakly supervised semantic and instance segmentation,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2021,
pp. 2643–2652.

[41] D. Lin, J. Dai, J. Jia, K. He, and J. Sun, “ScribbleSup: Scribble-supervised
convolutional networks for semantic segmentation,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Dec. 2016, pp. 3159–3167.

[42] P. Vernaza and M. Chandraker, “Learning random-walk label propaga-
tion for weakly-supervised semantic segmentation,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Nov. 2017, pp. 7158–7166.

[43] A. Bearman, O. Russakovsky, V. Ferrari, and L. Fei-Fei, “What’s the
point: Semantic segmentation with point supervision,” in Proc. Eur. Conf.
Comput. Vis., 2016, pp. 549–565.

[44] A. Kolesnikov and C. H. Lampert, “Seed, expand and constrain: Three
principles for weakly-supervised image segmentation,” in Proc. Eur. Conf.
Comput. Vis., 2016, pp. 695–711.

[45] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and D.
Batra, “Grad-CAM: Visual explanations from deep networks via gradient-
based localization,” in Proc. IEEE Int. Conf. Comput. Vis., Dec. 2017,
pp. 618–626.

[46] Y. Wei, H. Xiao, H. Shi, Z. Jie, J. Feng, and T. S. Huang, “Revisiting dilated
convolution: A simple approach for weakly-and semi-supervised seman-
tic segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2018, pp. 7268–7277.

[47] J. Lee, E. Kim, S. Lee, J. Lee, and S. Yoon, “FickleNet: Weakly and
semi-supervised semantic image segmentation using stochastic inference,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2019,
pp. 5267–5276.

[48] Y. Wang, J. Zhang, M. Kan, S. Shan, and X. Chen, “Self-supervised equiv-
ariant attention mechanism for weakly supervised semantic segmentation,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Aug. 2020,
pp. 12275–12284.

[49] J. Lee, E. Kim, and S. Yoon, “Anti-adversarially manipulated attri-
butions for weakly and semi-supervised semantic segmentation,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Nov. 2021,
pp. 4071–4080.

[50] G. Sun, W. Wang, J. Dai, and L. Van Gool, “Mining cross-image seman-
tics for weakly supervised semantic segmentation,” in Proc. Eur. Conf.
Comput. Vis., 2020, pp. 347–365.

[51] Z. Huang, X. Wang, J. Wang, W. Liu, and J. Wang, “Weakly-supervised
semantic segmentation network with deep seeded region growing,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 7014–7023.

[52] J. Ahn and S. Kwak, “Learning pixel-level semantic affinity with image-
level supervision for weakly supervised semantic segmentation,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., Dec. 2018, pp. 4981–4990.

[53] J. Ahn, S. Cho, and S. Kwak, “Weakly supervised learning of instance seg-
mentation with inter-pixel relations,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., Jan. 2019, pp. 2209–2218.

[54] S. Wang, W. Chen, S. M. Xie, G. Azzari, and D. B. Lobell, “Weakly
supervised deep learning for segmentation of remote sensing imagery,”
Remote Sens., vol. 12, no. 2, 2020, Art. no. 207.

[55] Y. Li, W. Chen, Y. Zhang, C. Tao, R. Xiao, and Y. Tan, “Accurate cloud
detection in high-resolution remote sensing imagery by weakly supervised
deep learning,” Remote Sens. Environ., vol. 250, 2020, Art. no. 112045.

[56] L. Zhang, J. Ma, X. Lv, and D. Chen, “Hierarchical weakly supervised
learning for residential area semantic segmentation in remote sensing
images,” IEEE Geosci. Remote Sens. Lett., vol. 17, no. 1, pp. 117–121,
Jan. 2019.



1642 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

[57] K. Fu et al., “WSF-NET: Weakly supervised feature-fusion network for
binary segmentation in remote sensing image,” Remote Sens., vol. 10,
no. 12, 2018, Art. no. 1970.

[58] X. Yao, Y. Wang, Y. Wu, and Z. Liang, “Weakly-supervised domain
adaptation with adversarial entropy for building segmentation in cross-
domain aerial imagery,” IEEE J. Sel. Topics Appl. Earth Observ. Remote
Sens., vol. 14, pp. 8407–8418, 2021.

[59] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for im-
age recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
Jun. 2016, pp. 770–778.

[60] X. Zhang, Y. Wei, J. Feng, Y. Yang, and T. S. Huang, “Adversarial com-
plementary learning for weakly supervised object localization,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., Dec. 2018, pp. 1325–1334.

[61] T. Takikawa, D. Acuna, V. Jampani, and S. Fidler, “Gated-SCNN: Gated
shape CNNs for semantic segmentation,” in Proc. IEEE/CVF Int. Conf.
Comput. Vis., Nov. 2019, pp. 5229–5238.

[62] G. Bertasius, L. Torresani, S. X. Yu, and J. Shi, “Convolutional random
walk networks for semantic image segmentation,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jul. 2017, pp. 858–866.

[63] ISPRS, “International society for photogrammetry and remote sensing:
2D semantic labeling challenge,” 2016. [Online]. Available: http://www2.
isprs.org/commissions/comm3/wg4/semantic-labeling.html

[64] K. Yue, L. Yang, R. Li, W. Hu, F. Zhang, and W. Li, “TreeUNet: Adaptive
tree convolutional neural networks for subdecimeter aerial image segmen-
tation,” ISPRS J. Photogramm. Remote Sens., vol. 156, pp. 1–13, 2019.

[65] Y. Liu et al., “Paddleseg: A high-efficient development toolkit for image
segmentation,” 2021, arXiv:2101.06175.

[66] J. Wang et al., “Deep high-resolution representation learning for visual
recognition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 43, no. 10,
pp. 3349–3364, Oct. 2021.

Fang Fang (Member, IEEE) received the B.S. degree
in computer science and technology and the Ph.D.
degree in management science and engineering from
China University of Geosciences, Wuhan, China, in
1998 and 2012, respectively.

She is currently an Associate Professor with School
of Computer Science, China University of Geo-
sciences. Her research interests include spatial data
mining, machine learning, and GIS application.

Daoyuan Zheng received the B.S. degree in software
engineering from Wuhan Textile University, Wuhan,
China, in 2020. He is currently working toward the
M.S. degree in software engineering from China Uni-
versity of Geosciences, Wuhan, China.

His research interests include semantic segmenta-
tion and weakly supervised deep learning for remote
sensing.

Shengwen Li (Member, IEEE) received the B.S.
degree in computer science and the Ph.D. degree
in cartography and geographic information engineer-
ing from China University of Geosciences, Wuhan,
China, in 2000 and 2010, respectively.

He is currently an Associate Professor with School
of Computer Science, China University of Geo-
sciences. His research interests include deep learning
for remote sensing, spatial-temporal data mining, and
knowledge graph.

Yuanyuan Liu (Member, IEEE) received the B.E. de-
gree in communication engineering from Nanchang
University, Nanchang, China, in 2005 and the Ph.D.
degree in management science and engineering from
Central China Normal University, Wuhan, China in
2015.

She is currently an Associate Professor with School
of Computer Science, China University of Geo-
sciences. Her research interests include image pro-
cessing, computer vision, and pattern recognition.

Linyun Zeng received the B.E. degree in internet of
things from Jilin University, Jilin, China, in 2019.
She is currently working toward the M.S. degree
in software engineering from China University of
Geosciences, Wuhan, China.

Her research interest includes deep learning for
urban function recognition.

Jiahui Zhang received the B.S. degree in computer
science and technology from Huazhong Agricultural
University, Wuhan, China, in 2020. She is currently
working toward the M.S. degree in software engineer-
ing from China University of Geosciences, Wuhan,
China.

Her research interests include multi-modality im-
age fusion for urban analysis.

Bo Wan received the B.S. degree in computer science
and technology and the Ph.D. degree in cartography
and geographic information engineering from the
China University of Geosciences, Wuhan, China, in
1998 and 2007, respectively.

He is currently a Professor with the School of
Computer Science, China University of Geosciences.
His research interests include remote sensing, GIS
modeling, spatial-temporal information mining and
analysis.

http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html
http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


