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ABSTRACT In this paper, the sampled-data control problem is studied for asynchronously switched linear
systems (SLSs) without minimum dwell time (MDT) constraints. The asynchronous phenomenon exists
due to that the information of system mode can be acquired only at the sampling instant. First, a sufficient
condition of global asymptotic stability (GAS) is presented for sampled-date switched control systems with a
novel class of switching signals, which allows the switching number to be a non-affine function of time, and
does not involve any point-wise bound on the switching number. Moreover, unlike the existing literature
concerned with sampled-data control problem of switched systems, the MDT constraints are removed.
We allow that no sampling happens between two adjacent switching instants, which makes the results more
applicable to practice. Then, a sufficient condition checking the existence of sampled-data controllers is
presented in terms of linear matrix inequalities (LMIs). Finally, it is shown by a boost converter circuit system
that the designed sampled-data controller and switching signals can stabilize the system cooperatively.

INDEX TERMS Asynchronously switched linear systems, sampled-data control, asymptotic stability,
multiple Lyapunov functions.

I. INTRODUCTION
Switched systems consist of several subsystems and a switch-
ing signal selecting the activated mode at any constant. Stud-
ies on the switched systems have become a hot spot direction
due to their practical and theoretical values in past decades.
The switching feature is very common in real-world sys-
tems, thereby a lot of systems of practice can be modeled
as switched systems, such as chemical system [1], traffic
system [2], teleoperation system [3] and network control sys-
tem [4]. Up to now, rich research results have been achieved
on switched systems, such as stability and performance anal-
ysis [5]–[9], controller design [4], [10]–[13], estimation and
filtering [14]–[19].

One basic problem of switched systems is to design
switching controllers and admissible switching signals to
stabilize the system cooperatively. There already exist many
results on this issue. For instance, in [11], state-feedback
switching controllers and mode-dependent average dwell
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time switching signals have been designed to stabilize the
closed-loop switched system, in [10], switching controllers
and dwell time switching signals have been designed to
ensure the positivity and stability of the closed-loop system
cooperatively. In these literature, continuous state informa-
tion must be acquired in real time to design the control input.
However, the digital controllers are very common now as a
result of the development of digital computation. Compared
to the continuous state feedback input approach, the digital
state feedback input approach is more convenient since it only
requires the information of the states at each discrete sam-
pling instants, and holds until next sampling instant comes.
The discrete state information is more easy to get, which
makes the sampled-data control approach more flexible.
Therefore, it is of both theoretical and practical significance
to study the sampled-data control problem. The discrete-
time approach [20], the input delay approach [21] and the
impulsive system approach [22] are three main approaches
to study the stability issues of sampled-data control systems.
Until now, there already exist lots of results on sampled-data
control problems for LTI systems [20], [23], piecewise affine
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systems [24], linear impulsive systems [25], Markovian jump
systems [26], Takagi-Sugeno fuzzy systems [27], [28] and
so on.

Despite the systems mentioned above, sampled-data con-
trol problem of switched systems has also attracted many
scholars? attentions. In some recent works [25], [29], [30],
it?s assumed that the sampling and switching always happen
at the same time. Under this assumption, the mode of the
controller remains consistent with the one of the system.
However, this cannot be guaranteed for switching systems
with unpredictable switching signals. The information of
switching signal can be updated only at the sampling instant,
and holds until next sampling happens. If a switching hap-
pens between two adjacent sampling instant, the mode of
the system will change but the mode of the controller will
hold. This causes that the system and controller runs asyn-
chronously after the switching happens. In [31], the sampled
and quantized measurements of the states have been used to
stabilize SLSs with MDT constraints. It?s assumed in [31]
that the dwell time of the system will be no smaller than
the maximum sampling interval, which can ensure that there
exists less than one switching between adjacent two sampling
instants, or it can be said that there exists no less than one
sampling between two adjacent switching instants. In last
several years, under the assumption in [31], some results on
sampled-data control problem for switched system [32]–[40]
have been derived. In most of aforementioned works, the
designed switching signals are required to have both a MDT
and an average dwell time (ADT) [41]. These restrictions
will no doubt lower the practicability of the results. But if
we remove the MDT constraints, more than one switching
will happen between two adjacent sampling instants, in other
words, it?s possible that no sampling happens between two
adjacent switching instants. Thismay cause that the switching
delay of the controller covers the dwell time of the subsystem,
which increases the difficulty of analysis. Can we solve out
the sample-data control problem of switched systems with-
out MDT constraints? This problem motivates our research
interests.

Inspired by [42]–[44], a novel class of switching signals
and a set of sampled-data controllers are designed to guaran-
tee the GAS of the closed-loop SLSs cooperatively. The main
contributions are as follows:
1) Unlike the existing literature [31]–[40] concerned with

switched systems’ sampled-data control problem, we do not
require the MDT of the switching signals to be larger than the
maximum sampling interval, i.e., we allow that no sampling
happens between two adjacent switching instants, which
shows the results in this paper are more applicable to practice.
2) A novel class of constrained switching signals is

designed for the closed-loop sampled-data control system.
Some asymptotic properties such as the switching frequency,
the fraction of activation of the subsystem with synchronous
or asynchronous controller, and the admissible transitions
density between each subsystems are used to characterize
this class of switching signals. Unlike the traditional ADT

switching signals, the novel ones contain no point-wise
bounds on switching number, and allow it grows faster than
an affine function with respect to time.
3) Sufficient conditions verifying the existence of con-

trollers which can guarantee GAS have been given for the
switched systems, and the controller gain matrices can be
obtained by solving a set of LMIs.
Outlines: The paper is organized as follows: System

descriptions and preliminaries are presented in Section II.
Main results are given in Section III. A numerical exam-
ple is given in Section IV, and the conclusion is given in
Section V.
Notations: ‘T ’: matrix transposition. ‘*’: transposed ele-

ments in the symmetric positions. ‖ · ‖: Euclidean vector
norm. N (N+): the set of non-negative (positive) integers.
R (R+): the set of (positive) real numbers.Rn (Rm×n): the set
of n-dimensional vectors (m×n-dimensional matrices) with
real entries. I : identity matrix with appropriate dimension.
diag{H1,H2}: block-diagonal matrix of H1 and H2. P > 0
(P < 0) denotes that matrix P is positive (negative) definite.
Given matrices A ∈ Rn×n, we denote He{A} = A + AT .
A function κ : [0,+∞) → [0,+∞) is of class K∞ if it
is continuous, strictly increasing, unbounded, and κ(0) = 0.

II. SYSTEM DESCRIPTION AND PRELIMINARIES
Consider the following SLSs with control inputs:

ẋ(t) = Aσ (t)x(t)+ Bσ (t)u(t), t ≥ t0 = 0, (1)

where x(t) ∈ Rnx is the state vector, u(t) ∈ Rnu is the
control input, switching signal σ (t) is a piecewise constant
function with respect to t , the set of subsystems is denoted
as I = {1, 2, . . . ,N }, where N > 1 denotes the number of
subsystems. The switching sequence for system (1) is denoted
as {t0, t1, t2, . . . , tk , tk+1, . . .}, k = 0, 1, 2, . . ., where tk
denotes the k th switching instant. For a switching sequence
t0 < t1 < · · · < tk < tk+1 < · · · , σ (t) is continuous
from right everywhere. N t

σ denotes the number of switches
during [0, t).

To facilitate the research as well as to have a clearer
switching model, we will give the system model on arbitrary
dwell time interval [tk , tk+1), k = 0, 1, 2, . . .. Yet the gen-
eral, we assume that the nearest sampling instant before the
k th switching instant tk is tk,0, and there exist nk sampling
instants tk,1, tk,2, . . . , tk,nk on dwell time interval [tk , tk+1),
nk ≥ 0. tk,l represents the l th sampling instant on [tk , tk+1),
l = 1, 2, . . . , nk . Specially, the case nk = 0 means that there
exists no sampling instant on [tk , tk+1). Moreover, we denote
hk,l = tk,l+1 − tk,l , l = 0, 1, . . . , nk − 1 as the sampling
interval between consecutive two sampling instants tk,l and
tk,l+1 (when nk = 0, hk,0 represents the sampling interval
between sampling instant tk,0 and the next sampling instant).
The sampling interval satisfies that 0 < hk,l ≤ h, where
h > 0 is called the maximum sampling interval.
In order to let the sampled-data controller be more prac-

ticable, we assume that the mode sensor keeps working all
the time, but the system signal is sent to the zero-order
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holder (ZOH) only at the sampling instant, and no delay
exists in the transmission process. Thus the control inputs on
[tk , tk+1) can be denoted as follows:

u(t) = Kσ (̃t)x (̃t), (2)

where Kσ (̃t) ∈ Rnu×nx is a constant matrix, t̃ = t − d(t),
of witch d(t) : R+→ (0, h] is a time-varying function called
the switching delay, and denoted as follows:

nk = 0 : d(t) = t − tk,0, t ∈ [tk , tk+1),

nk ≥ 1 : d(t) =


t − tk,0, t ∈ [tk , tk,1),
t − tk,l, t ∈ [tk,l, tk,l+1),
t − tk,nk , t ∈ [tk,nk , tk+1),

(3)

where l = 1, 2, . . . , nk − 1. By substituting control inputs
u(t) (2) into SLSs (1), we can get the closed-loop sys-
tem model on arbitrary dwell time interval [tk , tk+1), k =
0, 1, 2, . . ., which is shown as follows:

ẋ(t) = Aσ (t)x(t)+ Bσ (t)Kσ (̃t)x (̃t), t ∈ [tk , tk+1). (4)

From (4) we can see that a delay d(t) exists between the
switching signals of the controller and the system, i.e., asyn-
chronous phenomenon may exist on the dwell time interval
[tk , tk+1). We denote Tk = tk+1 − tk as the activation time
of the σ (tk )th subsystem between consecutive two switching
instants tk and tk+1. Moreover, we denote T sk and T ak as the
holding time of the σ (tk )th subsystem in the synchronous and
asynchronous period of Tk , respectively. Obviously, T sk and
T ak satisfy that Tk = T sk + T

a
k .

In practice, the switching instants are usually unpre-
dictable, which means that it is impossible to make the sam-
pling and switching instants remain totally consistent. Hence
the following assumption is made:
Assumption 1: The switching will not happen at any sam-

pling instant of system (4), i.e., tk 6= tk,1, k = 1, 2, . . ..
According to whether sampling happens on dwell time

interval [tk , tk+1), k = 0, 1, 2, . . ., the switching signals
are divided into two situations, which are shown in Fig. 1.
In Fig. 1 (a), no sampling happens on the dwell time inter-
val, and the controller and system may keep running syn-
chronously or asynchronously, which depends on whether
c = i or not. In Fig. 1 (b), the sampling happens more
than once. The controller and system run asynchronously or
synchronously on [tk , tk,1), then, the mode of the system is
gotten at sampling instant tk,1, and the mode of the controller
is thus updated. Their modes are matched during the rest
of the dwell time interval. From Fig. 1 we can know that
the asynchronous period may occupy the whole dwell time
interval, i.e., T ak = Tk , and is upper bounded by themaximum
sampling interval h. Moreover, we remove the MDT con-
straints on switching signals, which means we allow that no
sampling happens on the dwell time interval. This is different
from the existing literature [31]–[40], which only consider
the case that at least one sampling occurs on any dwell time
interval. Obviously, the situation considered in this paper is
more practical and comprehensive.

FIGURE 1. Two situations of the switching signal on arbitrary dwell time
interval [tk , tk+1), k ≥ 0 (i, j, c ∈ I, j 6= c).

To solve the sampled-data control problems of system (4),
in the sequel, we will define some important symbols, which
will be used in the proof of the main results.

First, we choose a continuous monotone increasing func-
tion ρ : [0,+∞]→ [0,+∞], which satisfies ρ(0) = 0 and
lim

t→+∞
ρ(t) = +∞, i.e., ρ(t) ∈ K∞. ρ(t) will be related to

several important symbols of the switching signals. We let

υρ(t) :=
N t
σ

ρ(t)
, t > 0 (5)

be the ρ-frequency of switching from 0 to t , and let

υ̂ρ := lim sup
t→+∞

υρ(t) (6)

be the asymptotic upper density of υρ(t). Then, we denote
E(I) as the set containing each possible switching pair: i→ j,
i, j ∈ I. Choose a switching pair (i, j) ∈ E(I). We define the
transition frequency from subsystem i to subsystem j on [0, t]
as

ωij(t) :=
#{i→ j}t

N t
σ

, (7)

where #{i → j}t represents the number of transitions from
subsystem i to subsystem j on [0, t]. Moreover, we define the
asymptotic upper density of ωij(t) as

ω̂ij := lim sup
t→+∞

ωij(t). (8)

Next, we denote the ρ-fraction of activation of the ith system
on synchronous period of [0, t] as

T s
ρ (i, t) :=

∑
k:σ (tk )=i

T sk
ρ(t)

, (9)

and let the asymptotic lower densities of T s
ρ (i, t) be

Ť s
ρ (i) := lim inf

t→∞
T s
ρ (i, t) (10)
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Similarly, we denote the ρ-fraction of activation of the
ith system on asynchronous period of [0, t] as

T a
ρ (i, t) :=

∑
k:σ (tk )=i

T ak
ρ(t)

, (11)

and let the asymptotic upper densities of T a
ρ (i, t) be

T̂ a
ρ (i) := lim sup

t→∞
T s
ρ (i, t). (12)

Finally, a lemma which will be used in next section is
introduced as follows:
Lemma 1 (([45])): The following inequality holds for any

matrix P > 0, any scalars ε1, ε2, ε1 < ε2, and any vector-
valued function x(t) : [ε1, ε2]→ Rn:

−

∫ ε2

ε1

xT (s)Px(s)ds ≤ −
1

ε2 − ε1

∫ ε2

ε1

xT (s)dsP
∫ ε2

ε1

x(s)ds.

III. MAIN RESULTS
First, a sufficient condition checking the GAS of closed-
system (4) with a class of constrained switching signals is
presented as follows:
Theorem 1: Consider system (4). Given a set of scalars

αi > 0, βi > 0, µi→j > 1, i, j ∈ I, i 6= j. If there exist
K∞ functions κ1(‖x‖) and κ2(‖x‖), and a set of continuously
differentiable non-negative functions Vσ (t)σ (̃t)(t): Rn

→ R+
such that ∀i, j, c ∈ I, i 6= j, c 6= j,

κ1(‖x(t)‖) ≤ Vjc(t) ≤ κ2(‖x(t)‖), (13)

V̇ii(t)+ αiVii(t) ≤ 0, t ∈ [tk + T ak , tk+1), (14)

V̇ij(t)− βiVij(t) ≤ 0, t ∈ [tk , tk + T ak ), (15)

Vii(tk,1)− Vij(t
−

k,1) ≤ 0, (16)

Vii(tk,l)− Vii(t
−

k,l) ≤ 0, l = 1, 2, . . . , nk , (17)

Vci(tk )− µj→cVji(t
−

k ) ≤ 0, (18)

Vij(tk )− µj→iVjj(t
−

k ) ≤ 0. (19)

Then, the GAS of system (4) with any switching signal satis-
fying the following conditions can be guaranteed.
υ̌ρ := lim inf

t→+∞
υρ(t) > 0,

υ̂ρ
∑

(i,j)∈E(I)
µ̃i→jω̂ij −

∑
i∈I

αiŤ
s
ρ (i)+

∑
i∈I

βiT̂
a
ρ (i) < 0,

(20)

where µ̃i→j = lnµi→j.

Proof: Let φ(t) =
{
1, if σ (t) = σ (̃t)
0, otherwise

, t ≥ 0.

From (14) and (15) we have that ∀t ∈ [tk , tk+1),

V̇σ (t)σ (̃t)(t)+ (φ(t)ασ (t) − (1− φ(t))βσ (t))Vσ (t)σ (̃t)(t) ≤ 0.

(21)

Furthermore, according to Fig. 1, from (16)-(19) we have
that ∀k = 0, 1, 2, . . . and ∀l = 1, 2, . . . , nk , the following

conditions hold:Vσ (tk )σ (t−k )(tk ) ≤ µσ (t−k )→σ (tk )Vσ (t−k )σ (̃t−k )(t
−

k ),

Vσ (tk,l )σ (̃tk,l )(tk,l) ≤ Vσ (t−k,l )σ (̃t
−

k,l )
(t−k,l).

(22)

Then, from (21) and (22) we can get

Vσ (t)σ (̃t)(t)

≤ e
−ασ (t)T sN tσ

(tNtσ ,t)+βσ (t)T
a
Ntσ

(tNtσ ,t)Vσ (tNtσ )σ (̃tNtσ )
(tN t

σ
)

≤ eβσ (t)(t−tNtσ )Vσ (tNtσ )σ (̃tNtσ )
(tN t

σ
)

≤ eβσ (t)(t−tNtσ )µσ (t−
Ntσ

)→σ (tNtσ )
Vσ (t−

Ntσ
)σ (̃t−

Ntσ
)(t
−

N t
σ
)

≤ e
βσ (t)(t−tNtσ )−ασ (tN tσ−1

)T sN tσ−1
+βσ (tN tσ−1

)T aNtσ−1

×µσ (t−
Ntσ

)→σ (tNtσ )
µσ (t−

Ntσ−1
)→σ (tNtσ−1)

×Vσ (t−
Ntσ−1

)σ (̃t−
Ntσ−1

)(t
−

N t
σ−1

)

. . .

≤ e
βσ (t)(t−tNtσ )−

Ntσ−1∑
k=0

ασ (tk )T
s
k+

Ntσ−1∑
k=0

βσ (tk )T
a
k

×

N t
σ−1∏
k=0

µσ (tk )→σ (tk+1)Vσ (0)σ (0)(0). (23)

Note that

N t
σ−1∏
k=0

µσ (tk )→σ (tk+1)

= exp

N t
σ−1∑
k=0

µ̃σ (tk )→σ (tk+1)



= exp


∑
i∈I

N t
σ−1∑
k=0

∑
i→j
j∈I
i6=j

σ (tk )=i
σ (tk+1)=j

µ̃i→j


= exp

N t
σ

∑
(i,j)∈E(I)

µ̃i→j
#{i→ j}t

N t
σ

 , (24)

and

exp

−
N t
σ−1∑
k=0

ασ (tk )T
s
k +

N t
σ−1∑
k=0

βσ (tk )T
a
k


= exp

−∑
i∈I

αi
∑

k:σ (tk )=i

T sk +
∑
i∈I

βi
∑

k:σ (tk )=i

T ak

 .
(25)

By taking (24) and (25) into (23) we get that

Vσ (t)σ (̃t)(t) ≤ exp(ζ (t))Vσ (0)σ (0)(0), (26)
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where ζ (t) is denoted by

ζ (t) := N t
σ

∑
(i,j)∈E(I)

µ̃i→j
#{i→ j}t

N t
σ

−

∑
i∈I

αi
∑

k:σ (tk )=i

T sk

+

∑
i∈I

βi
∑

k:σ (tk )=i

T ak + βσ (t)(t − tNσ (t)).

We continue to denote

f (t) :=
∑

(i,j)∈E(I)
µ̃i→j

#{i→ j}t
N t
σ

,

and

g(t) := −
∑
i∈I

αi
∑

k:σ (tk )=i

T sk
ρ(t)

+

∑
i∈I

βi
∑

k:σ (tk )=i

T ak
ρ(t)
+ βσ (t)

t − tN t
σ

ρ(t)
,

then ζ (t) := ρ(t)(υρ(t)f (t)+ g(t)). According to the proper-
ties of limsup, we can get that

lim sup
t→+∞

(υρ(t)f (t)+ g(t))

≤ lim sup
t→+∞

υρ(t) lim sup
t→+∞

f (t)+ lim sup
t→+∞

g(t).

From (7) we have that

lim sup
t→+∞

f (t) ≤
∑

(i,j)∈E(I)
µ̃i→j lim sup

t→+∞
ωij(t).

Moreover, (20) implies that βσ (t)(t − tN t
σ
) is o(ρ(t)) as

t → +∞. Otherwise it results in υ̌ρ = 0, which is inconsis-

tent with (20). Hence we can know that
t−tNtσ
ρ(t) → 0 as t → 0.

Then, from (9) and (11) we obtain

lim sup
t→+∞

g(t)

≤ −

∑
i∈I

αi lim inf
t→+∞

T s
ρ (i, t)+

∑
i∈I

βi lim inf
t→+∞

T a
ρ (i, t),

which with (10), (12) and (20) ensures that

lim sup
t→+∞

(υρ(t)f (t)+ g(t))

≤ lim sup
t→+∞

υρ(t)
∑

(i,j)∈E(I)
µ̃i→j lim sup

t→+∞
ωij(t)

−

∑
i∈I

αi lim inf
t→+∞

T s
ρ (i, t)+

∑
i∈I

βi lim sup
t→+∞

T a
ρ (i, t)

< 0,

which further implies that

lim
t→+∞

exp(ρ(t)(υρ(t)f (t)+ g(t))) = 0.

By combining (13) and (26) we get that ‖x(t)‖ ≤

κ−11 (κ2(‖x(0)‖) exp(ζ (t))). Thus it can conclude that for any
initial states x(0), and any σ (t), lim

t→+∞
‖x(t)‖ = 0 always

holds. The GAS of system (4) is established. The proof is
completed. �

Remark 1: The function ρ(t) appears in (5), (9) and (11)
enlarges the range of admissible switching signals which can
be asymptotically stabilize system (4). We can choose the
order of ρ(t) according to the order of N t

σ . For instance,
we can choose ρ(t) = t1.5 for switching number satisfying
N t
σ < αt1.5 + βt + γ , α > 0, β > 0, γ > 0 on [0, t], where

N t
σ can grow faster than an affine function with respect to t .
Remark 2: In [41], the definition of ADT is that let

Nσ (t,T ) be the switching number on [t,T ], and N0 be a
chatter bound, if there exist two positive scalars N0 and τa
such that Nσ (t,T ) ≤ N0 +

T−t
τa

holds ∀0 ≤ t ≤ T , then
we say σ (t) has an ADT τa. The ADT condition requires the
switching number to grow at most as fast as an affine function
for any interval from t to T . Unlike this, the condition (20)
contains no point-wise bounds on N t

σ , only the asymptotic
properties of the symbols defined in (5), (7), (9) and (11) need
to be considered.
Remark 3: The conditions (16) and (17) ensure that the

energy function remains non-increasing at any sampling
instant. Hence we only need to consider the change extent
of energy function at the switching instants, and the change
rate of energy function during each dwell time interval.
Remark 4: It can be noted that the mode sensor has been

assumed to keep working all the time, hence the switching
signal curves of the system and the controller can be acquired.
Then, with aid of the curves, the switching frequency, the
fraction of activation of the subsystem with asynchronous or
synchronous controllers can be calculated. Then, the GAS of
the system can be checked according to whether (20) holds
or not.

Based on the results of Theorem 1, sufficient conditions
checking the existence of the sampled-data controllers are
given as follows in terms of LMIs:
Theorem 2: Consider system (4). Given a set of scalars

αi > 0, βi > 0, µi→j > 1, i, j ∈ I, i 6= j. If there exists
a set of matrices Yc, Yc ∈ Rnu×nx , Hc > 0, Hc ∈ Rnx×nx ,
Pic > 0, Pic ∈ Rnx×nx ,Qic > 0,Qic ∈ Rnx×nx , c, i ∈ I such
that ∀i, j, c ∈ I, i 6= j, j 6= c, the following conditions hold:

4ii ≤ 0, 4ii + h[0 I ]TQii[0 I ] ≤ 0,[
4ii h5ii
∗ − he−αihQii

]
≤ 0, (27)

4ij ≤ 0, 4ij + h[0 I ]TQij[0 I ] ≤ 0,[
4ii h5ij
∗ − hQij

]
≤ 0, (28)[

Pii − 2Hi Hj
∗ −Pij

]
≤ 0, (29)

Pci − µj→cPji ≤ 0,Qci − µj→ce−θ (βj,ξc)hQji ≤ 0, (30)

Pij − µj→iPjj ≤ 0,Qij − µj→ie−(αj+βi)hQjj ≤ 0, (31)

where θ (βj, ξc) = max{0, ξc − βj}, ξc =
{
−αc, if c = i
βc, otherwise

,

and

5ii =

[
−Y Ti B

T
i

−Y Ti B
T
i

]
, 5ij =

[
−Y Tj B

T
i

−Y Tj B
T
i

]
,

VOLUME 9, 2021 163855



Y. Li et al.: Sampled-Data Control for Asynchronously Switched Linear Systems Without MDT Constraints

4ii =

[
He{AiHi + BiYi}+αiPii HiATi + YiB

T
i +Pii − Hi

∗ − 2Hi

]
,

4ij =

[
He{AiHj + BiYj}−βiPij HjATi +YjB

T
i +Pij − Hj

∗ − 2Hj

]
.

Then, the GAS of system (4) with any switching signal
satisfying (20) can be guaranteed. Furthermore, the controller
gain matrices can be calculated by Kc = YcH−1c , c ∈ I.

Proof: Let λi(t) = φ(t)αi − (1− φ(t))βi, where φ(t) ={
1, if σ (t) = σ (̃t)
0, otherwise

. We construct the following Lyapunov

function:

Vσ (t)σ (̃t)(t)

= xT (t)Pσ (t)σ (̃t)x(t)

+ (h(t)− d(t))
∫ t

t̃
eλσ (t)(t)(s−t)ẋT (s)Qσ (t)σ (̃t)ẋ(s)ds,

(32)

where t ≥ 0, Pic > 0, Qic > 0, i, c ∈ I, h(t) : R+ → (0, h]
is a time-varying function defined as follows:

nk = 0 : h(t) = hk,0, t ∈ [tk , tk+1),

nk ≥ 1 : h(t) =


hk,0, t ∈ [tk , tk,1),
hk,l, t ∈ [tk,l, tk,l+1),
hk,nk , t ∈ [tk,nk , tk+1),

(33)

where l = 1, 2, . . . , nk − 1.
First, consider the synchronous case, i.e., σ (t) = σ (̃t). Yet

the general, we assume that the ith subsystem and controller
are activated, i.e., σ (t) = σ (̃t) = i. Taking the derivative
of (32) with respect to t gives that

V̇ii(t)+ αiVii(t)

= 2ẋT (t)Piix(t)+ αixT (t)Piix(t)

+ (h(t)− d(t))ẋT (t)Qiiẋ(t)−
∫ t

t̃
eαi(s−t)ẋT (s)Qiiẋ(s)ds.

We denote Pic, Qic, ϕi(t) and ψi(t) as follows:
Pic = HcPicHc, Qic = HcQicHc,
ϕi(t) = [xT (t)H−1i ẋT (t)H−1i ]T ,
ψi(t) = [xT (t)H−1i ẋT (t)H−1i eT (t)H−1i ]T ,

where e(t) = 1
d(t)

∫ t
t̃ ẋ(s)ds. From Lemma 1 and (4) we can

further get that

V̇ii(t)+ αiVii(t)

≤ 2ẋT (t)Piix(t)+ αixT (t)Piix(t)

+ (h(t)− d(t))ẋT (t)Qiiẋ(t)− e−αihd(t)eT (t)Qiie(t)

+ 2[xT (t)+ ẋT (t)]H−1i [Aix(t)+ BiKix(t)

− d(t)BiKie(t)− ẋ(t)]

= 2ẋT (t)H−1i PiiH−1i x(t)+ αixT (t)H
−1
i PiiH−1i x(t)

+ (h(t)− d(t))ẋT (t)H−1i QiiH
−1
i ẋ(t)

− e−αihd(t)eT (t)H−1i QiiH
−1
i e(t)

+ 2[xT (t)H−1i + ẋ
T (t)H−1i ][(AiHi + BiYi)H

−1
i x(t)

− d(t)BiYiH
−1
i e(t)− HiH

−1
i ẋ(t)]

= ϕTi (t)4iiϕi(t)+ (h(t)− d(t))ϕTi (t)[0 I ]
TQii[0 I ]ϕi(t)

+ d(t)ψT
i (t)9iiψi(t)

= τ (t)ϕTi (t)(4ii + h(t)[0 I ]TQii[0 I ])ϕi(t)

+ (1− τ (t))ψT
i (t)(8ii + h(t)9ii)ψi(t)

= τ (t)ϕTi (t)
[
χ (t)4ii + (1− χ (t))(4ii

+ h[0 I ]TQii[0 I ])
]
ϕi(t)+ (1− τ (t))ψT

i (t)

× [χ (t)8ii + (1− χ (t))(8ii + h9ii)]ψi(t),

where 8ii =

[
4ii 0
∗0

]
, 9ii =

[
0 5ii
∗ −e−αihQii

]
, τ (t) =

h(t)−d(t)
h(t) , χ (t) = h−h(t)

h . Since 0 ≤ τ (t) ≤ 1 , 0 ≤ χ (t) ≤ 1 ,
from (27) we have that Vii(t) + αiVii(t) ≤ 0, t ∈ [tk +
T ak , tk+1), i.e., (14) holds.
Then, consider the asynchronous case, i.e., σ (t) 6= σ (̃t).

In general, we assume that the ith subsystem and the jth con-
troller are activated, i.e., σ (t) = i, σ (̃t) = j, i 6= j. Taking the
derivative of (32) with respect to t gives that

V̇ij(t)− βiVij(t)

= 2ẋT (t)Pijx(t)− βixT (t)Pijx(t)

+ (h(t)− d(t))ẋT (t)Qijẋ(t)

−

∫ t

t̃
e−βi(s−t)ẋT (s)Qijẋ(s)ds

≤ 2ẋT (t)Pijx(t)− βixT (t)Pijx(t)

+ (h(t)− d(t))ẋT (t)Qijẋ(t)− d(t)eT (t)Qije(t)

+ 2[xT (t)+ ẋT (t)]H−1j [Aix(t)+ BiKjx(t)

− d(t)BiKje(t)− ẋ(t)]

= 2ẋT (t)H−1j PijH−1j x(t)− βixT (t)H
−1
j PijH−1j x(t)

+ (h(t)− d(t))ẋT (t)H−1j QijH
−1
j ẋ(t)

− d(t)eT (t)H−1j QijH
−1
j e(t)

+ 2[xT (t)H−1j + ẋ
T (t)H−1j ][(AiHj + BiYj)H

−1
j x(t)

− d(t)BiYjH
−1
j e(t)− HjH

−1
j ẋ(t)]

= ϕTj (t)4ijϕj(t)+ (h(t)− d(t))ϕTj (t)[0 I ]
TQij[0 I ]ϕj(t)

+ d(t)ψT
j (t)9ijψj(t)

= τ (t)ϕTj (t)(4ij + h(t)[0 I ]TQij[0 I ])ϕj(t)

+ (1− τ (t))ψT
j (t)(8ij + h(t)9ij)ψj(t)

= τ (t)ϕTj (t)
[
χ (t)4ij + (1− χ (t))(4ij

+ h[0 I ]TQij[0 I ])
]
ϕj(t)+ (1− τ (t))ψT

j (t)

×
[
χ (t)8ij + (1− χ (t))(8ij + h9ij)

]
ψj(t),

where 8ij =

[
4ij 0
∗0

]
, 9ij =

[
0 5ij
∗ −Qij

]
. Then, from (28) we

can know that V̇ij(t) − βiVij(t) ≤ 0, t ∈ [tk , tk + T ak ), which
implies that (15) holds.
Next, consider the switching instant tk . First, consider

the case that the controller and system are asynchronous
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at t−k . Multiplying both sides of (30) with H−1i gives that
Pci − µj→cPji ≤ 0, Qci − µj→ce−θ (βj,ξc)hQji ≤ 0. In gen-
eral, we assume that the jth subsystem and the ith controller
are activated at the instant before tk , and the jth subsystem
switches to the cth one at switching instant tk , i, j, c ∈ I, j 6= i,
j 6= c. From (32) we have that

Vci(tk )

= (h(tk )− d(tk ))
∫ tk

t̃k
e−ξc(s−tk )ẋT (s)Qciẋ(s)ds

+ xT (tk )Pcix(tk )

≤ µj→c(h(tk )− d(tk ))
∫ tk

t̃k
e−ξc(s−tk )−θ (βj,ξc)hẋT (s)Qjiẋ(s)ds

+µj→cxT (tk )Pjix(tk )

≤ µj→cVji(t
−

k ),

which implies that (18) holds. Then, consider the other case
that the controller and the system are synchronous at t−k . Mul-
tiplying both sides of (31) withH−1j gives thatPij−µj→iPjj ≤
0, Qij − µj→ie−(αj+βi)hQjj ≤ 0. In general, we assume that
the jth subsystem and controller are activated at t−k , and the
jth subsystem switches to the ith one at switching instant tk ,
i, j ∈ I, j 6= i. From (32) we have that

Vij(tk )

= (h(tk )− d(tk ))
∫ tk

t̃k
e−βi(s−tk )ẋT (s)Qijẋ(s)ds

+ xT (tk )Pijx(tk )

≤ µj→c(h(tk )− d(tk ))
∫ tk

t̃k
e−βi(s−tk )-(αj+βi)hẋT (s)Qjjẋ(s)ds

+µj→ixT (tk )Pjjx(tk )

≤ µj→iVjj(t
−

k ),

which implies that (19) holds.
Finally, consider sampling instants tk,l , l = 1, 2, . . . , nk

on [tk , tk+1), k = 0, 1, 2, . . .. By multiplying both sides
of (29) with diag{H−1i H−1j } and using the schur complement
lemma, we can get Pii ≤ 2H−1i − H−1i P−1ij H

−1
i ≤ Pij.

First, consider the case that the controller and system are
asynchronous at tk,1. We assume that the ith subsystem and
the jth controller are activated at tk,1, i, j ∈ I, i 6= j, then
we can know that the jth controller will switch to the ith one
at sampling instant t1k . From (32) we have that Vii(tk,1) =
xT (tk,1)Piix(tk,1) ≤ xT (tk,1)Pijx(tk,1) = Vij(t

−

k,1), which
implies that (16) holds. Then, consider the synchronous case.
We assume that the ith subsystem and controller are activated
at tk,1, then we can know that the mode of the controller and
the system will not change at the sampling instant. From (32)
we can get that Vii(tk,l) = Vii(t

−

k,l) = xT (tk,l)Piix(tk,l),
l = 2, . . . , nk , which implies that (17) holds. The proof is
completed. �
Remark 5: For system (4), if we let the maximum sam-

pling interval h be an infinitesimal, then the asynchronous
phenomenon can be avoided, and the sample-data feedback

control problem becomes a continuous-time synchronous
feedback control problem, but the sampling cost will become
very high. If we let h be very large, then less sampling
points are needed, and the sampling cost is reduced, but the
proportion of asynchronous time will also become larger,
which may result in instability of the system. Hence we
can let h be as large as possible as long as conditions (20)
and (27)-(31) are satisfied.
Remark 6: The periodic sampled-data controller design

results for system (4) with switching signals satisfying (20)
can be derived from Theorem 2 directly. Moreover, the ape-
riodic sampled-data controller design results for switched
linear systems without switching delay (i.e., the system signal
is sent to the ZOH all the time) can also be derived from
Theorem 2 directly. Hence they are omitted for brevity.

The objective of this paper is to find admissible switching
signals and controller gains which can stabilize the system
cooperatively. The following algorithm is given to show how
the switching signals and controller gains are obtained via
Theorems 1 and 2:

FIGURE 2. Boost converter circuit.

Algorithm 1 : Find Admissible Switching Signals and Con-
troller Gains Which Can Stabilize the System Cooperatively
Step 1. Given a set of scalars αi > 0, βi > 0, µi→j > 1,
i, j ∈ I, i 6= j.
Step 2. Check the LMIs in Theorem 2. If the conditions in
Theorem 2 are feasible, record αi, βi, µi→j and controller
gains Ki, go to Step 3. Otherwise, change the values of αi,
βi, µi→j, and return to Step 2.
Step 3. Define a set of signal parameters ρ(t), υρ(t), ωij(t),
T s
ρ (i, t) and T a

ρ (i, t).
Step 4. Compute the values of υ̂ρ , ω̂ij, Ť s

ρ (i, t) and T̂ a
ρ (i, t)

according to the signal parameters.
Step 5. If condition (20) holds, record ρ(t), υρ(t), ωij(t),
T s
ρ (i, t) and T a

ρ (i, t), EXIT. Otherwise, change signal
parameters υρ(t), ωij(t), T s

ρ (i, t) and T a
ρ (i, t), and return

to Step 4.

Remark 7: From Algorithm 1 we can see that the con-
troller gains and switching signals are computed separately.
The switching signals are designed after getting the controller
gains Ki and the corresponding parameters αi, βi, µi→j. The
switching condition (20) is related to these parameters. It is
obvious that (20) can be satisfied more easily by employing
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FIGURE 3. Simulation results for system (34).

larger αi, µi→j and smaller βi. To obtain a larger switching
signal set, we can let αi and µi→j be as large as possible, and
let βi be as small as possible.

IV. SIMULATION
The boost converter circuit shown in Fig. 2 can be modeled
as a switched system [46]. Vin represents the source volt-
age, S represents the switching, while L, C and R repre-
sent the inductance, the capacitance and the load resistance,
respectively. The circuit equation is shown as follows:

i̇l(t) = −(1− S(t))
1
L
uc(t)+ S(t)

1
L
Vin,

u̇c(t) = −
1
RC

uc(t)+ (1− S(t))
1
C
il(t),

where S(t) = 1 if the switching S is connecting, and S(t) = 0
if S is disconnecting. Let xT (t) = [il(t) uc(t)], u(t) = Vin,
and choose R = 60m�, C = 80F , L = 5H , then the circuit
equation can be rewritten as follows:

ẋ(t) = Aσ (t)x(t)+ Bσ (t)u(t), (34)

where

A1 =
[
0 0
0 − 0.2083

]
, B1 =

[
0.2
0

]
A2 =

[
0 − 0.2000

0.0125 − 0.2083

]
, B2 =

[
0.2
0

]
.

Next, a set of sampled-data controllers and an admissible
switching signal will be designed to stabilize system (34)
cooperatively. We solve out the controller gain matrices
first. Denote α1 = 0.2, α2 = 0.2, β1 = 0.080, β2 =
0.065, µ1→2 = 1.27, µ2→1 = 1.14. With the help of the
package YALMIP [47] and SDP solver SeDuMi [48], we find
that feasible solutions for the conditions in Theorem 2 exist
for h ≤ 1.32. Let h = 1.32, we get the following controller
gain matrices:

K1 = [−1.9061 0.2065], K2 = [−1.8679 0.6569].

Then, we try to find an admissible switching signal which
satisfies (20). Let ρ(t) be identity function, and assume σ (t)
satisfies that

N t
σ = 0.6t + t0.575, ω12 = ω21 =

1
2
,

T s
ρ (1, t) = 0.303+ 0.225t−0.5 − 0.158t−0.7,

T s
ρ (2, t) = 0.378− 0.225t−0.5 + 0.158t−0.7,

T a
ρ (1, t) = 0.180+ 0.12t−0.8 − 0.08t−0.5,

T a
ρ (2, t) = 0.139− 0.12t−0.8 + 0.08t−0.5.

Then, according to (5)-(12) we have υ̌ρ = 0.6, ω̌12 = ω̂21 =
1
2 , Ť s

ρ (1) = 0.303, Ť s
ρ (2) = 0.378, T̂ a

ρ (1) = 0.180,
T̂ a
ρ (2) = 0.139. Substituting them into (20) gives that
υ̌ρ = 0.6 > 0,

υ̂ρ
∑

(i,j)∈E(I)
µ̃i→jω̂ij −

∑
i∈I

αiŤ
s
ρ (i)+

∑
i∈I

βiT̂
a
ρ (i)

= 0.1110− 0.1128 = −0.0018 < 0.

This shows that condition (20) is satisfied.
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Choose a period of time t = 26, the we have that N t
σ = 22,

T s
ρ (1, t) = 0.3310, T s

ρ (2, t) = 0.3500, T a
ρ (1, t) = 0.1732,

T a
ρ (2, t) = 0.1458. A possible execution of switching signal

σ (t) is shown in Fig. 3 (c), and the sampling signal is shown
in Fig. 3 (d). Then, the switching signal of the controller
can be determined and is also shown Fig. 3 (c). Let initial
states be xT (0) = [2 5], Fig. 3 (a) and (b) show the state
trajectory and the control input of system (34). It can be seen
that the trajectories of the states and control input converge
to zero as time goes on. This shows the designed sampled-
data controller and switching signals can globally asymptoti-
cally stabilize the system cooperatively. Furthermore, from
Fig. 3 (a) it can be seen that the switching happens more
than once on some sampling intervals, which implies that the
results in the literature [31]–[37] on sampled-data control of
SLSs are not applicable in this example. Actually, the dwell
time can be arbitrarily small as long as condition (20) can be
satisfied, which means that the MDT constraints have been
removed.

V. CONCLUSION
This paper has investigated the sampled-data control problem
of asynchronously SLSs without MDT constraints. A novel
class of switching signals and a set of sampled-data con-
trollers have been designed to stabilize the system cooper-
atively. Sufficient condition on the existence of sampled-data
controllers has been given in terms of LMIs. In contrast to
the existing literature which requires the MDT of the system
to be no smaller than the maximum sampling interval, this
novel class of switching signals covers the traditional ADT
switching signals, and needs no restrictions on MDT. The
derived results have a better practicality since the case that no
sampling happens on a dwell time interval is allowed. Future
work focuses on the sampled-date control problem of more
complex switched systems without MDT constraints.
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