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Abstract—This In order to analyze the people reactions and 
opinions about Coronavirus (COVID-19), there is a need for 
computational framework, which leverages machine learning 
(ML) and natural language processing (NLP) techniques to
identify COVID tweets and further categorize these in to
disease specific feelings to address societal concerns related to
Safety, Worriedness, and Irony of COVID. This is an ongoing
study, and the purpose of this paper is to demonstrate the initial
results of determining the relevancy of the tweets and what
Arabic speaking people were tweeting about the three disease
related feelings/emotions about COVID: Safety, Worry, and
Irony. A combination of ML and NLP techniques are used for
determining what Arabic speaking people are tweeting about
COVID. A two-stage classifier system was built to find relevant
tweets about COVID, and then the tweets were categorized into
three categories. Results indicated that the number of tweets by
males and females were similar. The classification performance
was high for relevancy (F=0.85), categorization (F=0.79). Our
study has demonstrated how categories of discussion on
Twitter about an epidemic can be discovered so that officials
can understand specific societal concerns related to the
emotions and feelings related to the epidemic.

Keywords-Natural Language Processing; Arabic Text Mining; 
Coronavirus; COVID-19. 

I. INTRODUCTION

According to the Lancet COVID-19 tracking dashboard 
[1], more than 11 million confirmed COVID-19 cases 
worldwide. The vast majority of these cases appeared 
initially in Mainland China, and some Asian countries 
including Thailand, Philippines and Korea, and soon spread 
across the USA and Europe. The rapid spread of this virus is 
implausible, as of 20th July 2020, 14348858 confirmed cases 
including 603,691 deahs according to World Health 
Organization (WHO) [2]. This situation manifested itself in 
news and social media around the globe. A massive change 
in the communities’ behavior, especially in affected areas, 
has been noticed. Furthermore, a huge impact is expected on 
a range of sectors including economy, tourism, stock 
markets to mention but a few. This paper observes the 
Arabic community interaction with COVID-19 through the 
lenses of social media, particularly Twitter. 

This in progress research attempts to present an initial 
result of the following questions: R1. Dataset Distribution 

Analysis: What proportion of male and female users tweeted 
about COVID, what were the polarities of the tweets by male 
and female users, and what were the proportions of tweets 
that discussed topics related to the different characteristics—
Safety, Worry, Irony? 

R2. Classification Performance Analysis: What was the 
agreement among annotators’ labels that were used as the 
ground truth in this study, what was the classification 
performance to detect the tweets relevant to COVID, and 
how well were the classifiers able to distinguish between 
tweets on the different disease characteristics? 

The rest of this paper is organized as follows. Section 
Two presents brief literature review about COVID-19 and 
related technologies that can help, i.e., Natural Language 
Processing (NLP). Section Three presents the research 
method used to carry out this research. Section Four presents 
the initial results from this study. Section five presents a 
discussion, followed by limitations (Section 6) and 
conclusion (Section 7). 

II. LITERATURE REVIEW

This section of the paper presents brief facts about 
COVID-19 and its history and alludes to Natural Language 
processing as a technology used to analyze related tweets in 
Arabic language. 

A. COVID-19 in brief
The outbreak of the novel coronavirus, i.e., COVID-19,

in China has spread to many other countries. It is one of the 
types of coronavirus, which are common across the world. 
Due to the recency of this outbreak, there is a limited 
research published around it. Delineating the cause of this 
virus from a biological perspective is beyond the purpose of 
this paper. Nevertheless, we are trying to look into the 
impact of this virus on a specific area through the lenses of 
tweets published by internet users. The virus breakout 
started in December 2019 not very far from 30 January 2020 
when the WHO issued a global health emergency call based 
on the continuously evolving cases reported the distribution 
of confirmed cases as shown in Figure 1 below. The global 
death toll is also jumping rapidly according to 
internationally-recognized report, i.e., Johns Hopkins 
University confirmed the death of 602,507 as of 20th July 
2020 [3]. 
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Figure 1: Distribution of COVID-19 cases as of 2nd June 2020 
 
Initial investigations express that COVID is not so 

different from similar viruses and infectious diseases, 
however its impact is growing exponentially from many 
perspectives. On one hand, from health perspectives, studies 
are not mature enough to judge its full effect. For instance, a 
recent clinical study [4] aimed to evaluate the clinical 
characteristics of COVID-19 in pregnancy and the 
intrauterine vertical transmission potential of COVID-19 
infection. Nine livebirths were recorded in the study and no 
neonatal asphyxia was observed in new-born babies. 
However, these finding remain initial due the insufficient 
sample, i.e., only nine pregnant.  

 
Figure 2: Coronavirus impact on economy: USA perspective [5] 

 
On the other hand, COVID impact on other perspectives 

such as economy, tourism, businesses are immensely rising. 
World Economic Forum [5] identified the economic effects 
of COVID-19 around the world. Figure 2 reflects how severe 
this time in comparison with other financial crises: USA as 
an example. As of 14th May, 2020, the US Treasury 
Department has said it plans to borrow nearly $3 trillion in 
the second quarter of 2020 to mitigate the risk of COVID-
19. This also affecting the whole world according to the 
report published by Deloitte Insights and Wall Street Journal 
report on 11th May 2020 indicated that four different 
challenging scenarios are expected as a result of COVID-19 
global impact [6]. 

While the studies have identified major impact of 
COVID-19 on socio-economic aspects, the focus on mental 
health of the people due to vast changes in lifestyles resulting 

out of lockdowns, physical distancing, and other 
containment strategies; and the resulting economic 
breakdown could increase the risk of mental health problems 
[7]. Therefore, it is very much essential that the public 
mental health need to be assessed at regular intervals in order 
to analyze the impact of pandemic. Innovative technologies 
such as ML, AI, and NLP etc. can be used to analyze the 
people’s feelings and opinions using their interactive data on 
online platforms.  

B. NLP and Public Opinions 
Public opinions can be identified on various platforms, 

especially social media platforms such as Facebook and 
Twitter. Public opinions carry a sense of psychological 
expressions, which reflect the emotions, attitudes of the 
public towards an event or topic. NLP in this context can be 
very effective for analyzing sentiments by mining hat mines 
the data for emotional cues based on predefined keywords 
and ascertains the polarity of the public view on the topic [8-
10]. Accordingly, opinion mining and sentimental analysis 
using NLP and various classification algorithms have shown 
greater accuracies in classification of opinions [11]. Thus, 
recent studies have identified NLP to be effective in the 
analysis and classification of public opinions, deriving 
meaningful outcomes with high levels of accuracy. 

C. NLP and Epidemiology 
Electronic Health Records, diagnosis or symptom 

descriptions and patient information sheets contain free text, 
which may be challenging for the analysts to analyze the 
information. Classification of the information from such 
large datasets of free text can be simplified by the use of 
NLP, which can provide accurate and quality information 
from the free text in relation to the various contexts, limiting 
the drawbacks of manual and conventional diagnostic 
coding. NLP has been gaining popularity in the healthcare, 
considering its efficiency in analyzing free text (which is 
increasing in formats of case sheets, health records, 
monitoring reports, diagnosis text etc.), and providing highly 
accurate information [12]. NLP is used in the study of the 
epidemiology of various diseases or disorders, such as 
Allergic Drug Reactions [11], psychiatric disorders [13], 
Statin Side Effects, angina pectoris and cancer. Thus, recent 
studies have shown that NLP is being increasingly adopted 
in studying the epidemiology of various disorders, with 
classification of the unstructured and analyzing it to make 
meaningful outcomes, which can help healthcare 
practitioners in taking quality based efficient decisions. 

NLP is also being integrated with other technologies 
such as AI and ML for managing covid-19. Recently an 
automatic framework using deep learning model called as 
Covid-19 detection neural network (COVNet) to extract 
visual details from chest scans for the detection of Covid-19 
[18]. Predictive models were identified to be increasingly 
adopted in various studies to aid decision-making in various 
aspects such as diagnosis, tracking, research etc. However, 
the results of these models include high risk of bias [14]. 
Therefore, there is a need to develop more rigorous models 
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and validate the existing ones. However, using predictive 
models for analyzing public opinions revealed promising 
results. For example, a recent study [15] has achieved 91% 
and 74% accuracy using Naive Bayes and logistic regression 
classification respectively for shorter online tweets. 
However, both methods reflected poor accuracy for longer 
tweets. A similar study [16] that has analysed 1.9 million 
Tweets related to coronavirus collected from January 23 to 
March 7, 2020 through sentiment analysis identified that fear 
related to the unknown nature and information about Covid-
19 was dominant in all topics. Similarly, another recent 
study [17], trained deep models to classify each tweet into 
different emotions including anger, anticipation, disgust, 
fear, joy, sadness, surprise and trust using BERT classifier 
and analyzed that emotions change among different regions 
and cultures. NLP techniques in this context of analyzing 
tweets in different languages can be a reliable and effective 
solution. Thus, there is a wider scope for integrating NLP 
and other techniques such as ML, AI, and deep learning for 
developing more effective predictive models which can 
accurately predict the mental health of the public.  

D. NLP for Arabic Language 
The focus on processing Arabic texts and speech has 

been one of the primary areas of research among Arabic NLP 
community. Due to its complexity and intrinsic variations, 
research is not only being carried out on Modern Standard 
Arabic but also on various Arabic dialects spoken in other 
regions such as North Africa, the Middle East, Pakistan etc. 
Research focusing on NLP and Arabic, mostly include 
machine translation, corpus compilation, parsing of Arabic 
dialects, and Arabic dialect identification [18,19] developed 
system to differentiate Modern Standard Arabic and 
Egyptian Arabic using a linear SVM classifier and achieved 
85.5% accuracy. In a similar study by Tillmann et al. [20] 
achieved 89.1% accuracy. Similarly, Malmasi et al. [18] 
analyzed performance of different methods to discriminate 
Modern Standard Arabic and five other Arabic dialects 
including Egyptian, Jordanian, Palestinian, Syrian, and 
Tunisian using meta-classifier and achieved 74% accuracy. 
Lexical, morphological, and syntactic features were 
identified to be important factors for identifying and 
discriminating various dialects [21]. Increasing research in 
relation to Arabic NLP has led to various developments such 
as Ara Vec, a set of Arabic word embedding models [22], 
improved generalization of Arabic text classifiers [23], use 
of metaheuristic algorithms, and integration of NLP with 
Deep Learning and Machine Learning. Though NLP in 
Arabic text processing has been achieving good results in 
various studies using different procedures and methods, 
there are few challenges associated with Arabic, which are 
discussed in the following section. 

E. Challenges in NLP for Arabic Language 
Arabic language can be considered more complex than 

English, as it does not possess vowels; rather, diacritics are 
placed above or below letters. This characteristic of Arabic 
involves both structural and lexical ambiguity, as various 

diacritics may lead to various meanings [23]. Other 
complexities such as the use of dots (used for differentiating 
letters) in Arabic text, design of letters, vocabulary (leading 
to different meanings), absence of capital letters etc. makes 
it more challenging for developing text translators and 
classifiers [24]. To conclude, Arabic is a Semitic language, 
which contrasts from Indo-European lingos phonetically, 
morphologically, syntactically and semantically [25]. 

III. RESEARCH METHODS 
A combination of NLP and ML techniques were used in 

this study for determining what information about COVID 
related information such as safety, worry, and irony, which 
were being discussed by the people on Twitter. A 2-stage 
classifier system was built for finding relevant tweets on 
COVID and then categorizing these into three disease 
categories: safety, worry, and irony. 

A. Dataset Distribution 
Data Collection: Tweets were collected from 16 

February, 2020 and 10th July, 2020, resulting in 782,391 
tweets using Twitris 2.0. COVID has been one of the 
trending topics on twitter during January and February 2020, 
as the disease has been progressive in the Mainland China, 
with increasing number of deaths and rapidly spreading 
across the world. Streaming application program interface 
(API) from Twitris system [26] was used to collect the 
tweets in Arabic. Initially we used nine keywords in Arabic 
to identify the tweets related to COVID, which included the 
following:  
# , # , # , 
# , # , # , 
# , #19  

Initial search used the term 'COVID' in Arabic 
corresponds to ‘ ’, which resulted in capturing large 
number of tweets. Later using the semantic concept, two 
terms were utilized, 'COVID' and 'COVID Virus' 
corresponds to “ ” in Arabic, which has 
significantly improved the quality of tweets. 

Pre-Processing: After the initial search, 782,391 were 
collected. All retweeted tweets, duplicated tweets were 
deleted; all hashtags are cleaned; Arabic stopping words 
were deleted; link and search keys are cleaned as well. The 
number of tweets after refining, deleting, and cleaning 
included 365,498 tweets. We found lots of duplicated tweets 
and this is mainly due to the fact that people are campaigning 
on Twitter to raise awareness about the issue so that they can 
take precautions. They usually prepare a tweet list which 
they share among themselves and start massive tweeting in 
order to create TREND. 

Labelling Process and Data Annotation: We have tweets 
to the four themes including: safety, worry, irony, and news, 
as explained below: 

 Safety: tweets about safety and whether people feel 
safe or not. Also, if any tweets relevant to health 
instruction or general instruction about protection 
from the viruses.  (1 ‘Yes’, 0 ‘No’)   
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 Worry: tweets about any general concerns and 
worrying (1 ‘Yes’, 0 ‘No’)   

 Irony: tweets that contains Humour and/or Sarcasm 
(1 ‘Yes’, 0 ‘No’). 

 News: tweets from new agencies in Classic Arabic 
language (1 ‘Yes’, 0 ‘No’). We included this theme 
to clean any News agencies tweets as we mainly 
interested in public opinions and concerns. We 
have found that there are large number of tweets 
and duplicated tweets come from   News agencies. 

Around 150k tweets were identified under three themes 
including safety, worry and irony. 

B. Classification Performance 
Unclassified Arabic tweets in all categories were initially 

cleaned, and tweets were extracted from xls file to text file. 
Models were then built using TfidfVectorizer - 
WordBagging and train Test split for the corpus. Supervised 
classification techniques including LinearSVC (SVC), 
Multinomial Naive Bayes (MNB), DecisionTreeClassifier 
(DTC) were implemented on COVID dataset for: (1) 
classifying whether a tweet was relevant or nonrelevant, and 
(2) if relevant, further categorizing the tweets into the 
disease characteristics. Supervised techniques rely on 
labelled data, in this case tweets that are manually labelled 
as relevant to COVID virus, as well as the category it 
belongs to: COVID issues, COVID safety, COVID worry, 
and COVID irony. They “learn” the nature of the tweets in 
the different groups and subgroups. The class of News was 
used to classify if the tweets were relevant or irrelevant as 
we do not consider news in this study, as it only reports the 
incidents but do not show public opinions. 

IV. RESULTS  

A. Dataset Distribution (Addressing RQ1) 
Overall, 34.5% (126,002/365498) of tweets contained a 

retweet and 66.5% (242967/65498) contained a URL. Figure 
3 shows the number of tweets classified in each category 
according to the best classification model multinomial Naïve 
Bayes.   

Tweets by gender were found by using twitter usernames 
using genderize API [27]. According to genderize, 35.5% 
(129897/365498) of the tweets were posted by males, 30.3% 
(111023/365498) were posted by females, and 34.1% 
(124578/365498) were by unknown gender. Class imbalance 
in the categories was identified (Figure 3). As there is no 
treatment (vaccine) for COVID, and due its nature of 
progress and spreading across the world, most of the tweets 
identified were related to worry and irony, reflecting 
negative opinions of the people. 

B. Classification Performance 
In the first stage of the categorization process for the ground truth 
tweets, tweets were first classified as being relevant or not relevant 
to COVID. Tweets that were relevant were then categorized as 
being about Safety, Worry, and Irony. To train the classifiers and 
evaluate their performance, 151,437 tweets were manually labelled.  

The distribution of relevant themes in these three categories is 
shown in figure 4. Observing figures 3 and 4, it can be analyzed 
that the distribution of the labelled gold standard dataset was 
similar to the distribution of the large data corpus, except for a 
larger portion of tweets related to Safety. 

Figure 3. COVID-19 tweets classified. 
 

Interrater Reliability: Fleiss kappa values for relevant or 
not was .76. Fleiss kappa values for Safety, Worry, and Irony 
were .94, .93, and .88, respectively. This indicates 
substantial to almost perfect agreement among the raters 
[28]. Given substantial interrater reliability, a model needed 
to be built based on the gold standard dataset. 

 

Figure 4. Number of tweets from the labelled dataset 
 
Classification and Performance: The performance of 

different classifiers on the 151437 pre-processed twitter data 
to find the relevancy of the tweets towards COVID is 
presented in Table 1.  

 

TABLE 1. CLASSIFIERS PERFORMANCES FOR DETECTING RELEVANT TWEETS 

Classifier TP FP Precision Recall F1 score AUC 
SVC .821 .395 .811 .824 .83 .89 
MNB .880 .360 .881 .891 .85 .94 
DTC .834 .471 .832 .853 .79 .85 

TP: True Positive; FP: False Positive; AUC: Area Under Curve 
 

Weka toolbox [29] was used to extract unigram features. 
Considering the AUC values ranging from 0.85 to 0.94, it 
can be identified that classifiers performed well on the 

51687

66042

33708

0

20000

40000

60000

80000

Safety Worry Irony

108566
127364

90678

36785

2105
0

50000

100000

150000

Safety Worry Irony News Irrelevant

313

Authorized licensed use limited to: IEEE Xplore. Downloaded on July 23,2024 at 15:30:32 UTC from IEEE Xplore.  Restrictions apply. 



 

dataset. As identified from table 1, MNB outperformed other 
classifiers based on the F-measure (0.85) and AUC (0.94). 
As the length of the tweets (data sets that have a large 
variance in document length) in the dataset are large, MNB 
classifiers performed well [30]. The class imbalance was 
affecting the classifier performance. Although the AUC 
value was high (0.94), the classifier predicted a tweet was 
relevant more often than not relevant as 87.6% (8435/9630) 
of the tweets belonged to the relevant category. 

The performance of different classifiers on the 8435 pre-
processed twitter data to find the relevancy of the tweets 
towards COVID and to find categorical classification 
(Safety, Worry, Irony) presented in Table 2. Again, the 
classifiers performed well with AUC values ranging from 
0.82 to 0.95. With this dataset, MNB outperforms other 
classifiers again. 

TABLE 2. CLASSIFIERS PERFORMANCES FOR DETECTING THREE 
CATEGORIES WITHIN RELEVANT TWEETS 

Classifier TP FP Precision Recall F1 score AUC 
SVC .682 .123 .705 .698 .695 .821 
MNB .785 .085 .797 .796 .795 .952 
DTC .633 .121 .763 .635 .730 .863 

 
From the analysis of above results, it can be identified 

that two-stage classifier system was found to be having high 
precision and recall performance for categorizing the tweets 
into relevant and not relevant, and further classifying the 
relevant tweets into the three categories. 

V. DISCUSSION  
Similarities between males and females was identified 

with respect to number of tweets, with majority of tweets 
being negative. In addition, the two-stage classifier 
performed well at two levels: relevancy and categorization. 
Though there are a greater number of “safety” tweets 
identified, it was observed that the number of “worry” tweets 
were higher than expected. Some examples of tweets which 
are classified as “worry” include: "  

.". Words such as 
" ", " ", " " could be the reason why some tweets 
were classified as worry.  

Focusing on the classification analysis, it is interesting to 
identify that MNB classifier outperformed the other more 
popular classifiers in text analytics. Naive Bayes is one of 
the simplest classification models available to us, but it is 
nonetheless among the most effective for this dataset. This 
result is non intuitive but not surprising when we consider 
that using text for classification is relatively imprecise 
compared with other types of data. 

VI. LIMITATIONS 
Although we adopted trustworthy methods for data 

collection and analysis, there are few limitations which are 
identified in this study. Firstly, only Arabic language tweets 

are considered in this study, which certainly limits the 
strength of this study. Secondly, we used key words COVID, 
COVID VIRUS, COVID SAFETY etc. However, as 
COVID is trending on twitter in the recent past and it is non-
treatable, we could not identify large number of tweets 
related to safety. Thirdly, only 65.9% (240920/365498) of 
the tweets were labelled by the gender API using the profile 
name, limiting the gender analysis of complete list of 
collected tweets. 

VII. CONCLUSION AND FUTURE WORK 
Considering the findings in relation to gender 

constraints, it can be concluded that the proportion of tweets 
made by the female and male Arabic twitter users were 
similar in terms of number of tweets. Though the majority of 
tweets were about “worry”, it was identified that “safety” 
tweets were more than expected, which might be due to the 
words such as " ", " ", " " in the collected text 
or tweets. There were not many tweets about irony, and we 
think this is due to the seriousness of the event of 
Coronavirus. The classification performance was high for 
relevancy (F=0.85), categorization (F=0.79). This is one of 
the first studies to report successful creation of an automated 
content classification tool to analyze COVID-related tweets, 
specifically in the area of epidemiology. Through analysis of 
Arabic public opinions, this model would help advance the 
field’s technological and methodological capabilities to 
harness social media sources for disease surveillance 
research. This work will be further developed to detect fake 
news that might impact the validity of information published 
on social media [31]. Also, there is a plan to generalize this 
model to capture opinion outside pandemic domain, e.g., 
measuring the impact of using educational chatbots [32] on 
students’ performance or the role of online learning to 
substitute school learning.     
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