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ABSTRACT This paper proposes the object localization and depth estimation to select and set goals for
robots via machine vision. An algorithm based on a deep region-based convolution neural network (R-CNN)
will recognize targets and non-targets. After the targets are recognized, we employed both the k-nearest
neighbors (kNN) and the fuzzy inference system (FIS) to localize two-dimension (2D) positions. Moreover,
based on the field of view (FoV) and a disparity map, the depth is estimated by a mono camera mounted on
the end-effector with an eye-in-handmanipulator structure. Although using a singlemono camera, the system
can easily find the camera baseline by only shifting the end-effector a few millimeters towards the x-axis.
Thus, we can obtain and identify the depth of the layered environment in 3D points, which form a dataset
to recognize the junction box covers on the table. Experimental tests confirmed that the algorithm could
accurately distinguish junction box covers or non-targets and could estimatewhether the targets are within the
depth for grasping by three-finger grippers. Furthermore, the proposed optimized depth error of -0.0005%,
and localization method could precisely position the junction box cover with recognizing and picking error
rates 0.993 and 98.529% respectively.

INDEX TERMS Region-based convolution neural network, eye-in-hand manipulator, machine vision,
robotics, automation.

I. INTRODUCTION
Nowadays, no doubt that Artificial Intelligence (AI) has been
a fundamental portion of industrial robots. After the expan-
sion of deep learning in the last decade, traditional image
processing methods are no longer used alone, for instance,
the techniques based on color thresholding, color transfor-
mation, morphology, and images segmentation, these are not
adequate to overcome the growing industrial environments in
term on object recognition [1]–[3].

Since Krizhevsky et al. [4] introduced AlexNet using
convolutional neural network (CNN) techniques, the image
processing performance has been increasing rapidly and
numerous CNNs have subsequently developed. The outstand-
ing model proposed by Redmon et al. [5] in their exper-
iment attempted to find other methods; YOLO (You Only
Look Once) was presented, then Girshick [6] introduced Fast
Region with CNN (Fast R-CNN). Similarly, Lin et al. [7]
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applied CNN to detect various objects to be grasped by
the robot manipulator. Choi et al. [8] used CNN for the
detection of various objects to be grabbed by the soft grip-
per. Ge et al. [9] applied a faster detection capability using
R-CNN for strawberry picking robots by localizing three
environments first. Another applied Faster R-CNN has been
reported to detect and localize objects (e.g., pallets) based
on 2D rangefinder data [10]. It has rapid detection and
localizes objects accurately, but this applied in an automated
guided vehicles (AGV). VoxelNet’s approach [11] is entirely
accurate by giving XYZ space to the target; unfortunately,
the Z value is not calculated quantitatively and it employs the
LiDAR as a sensor.

CNN has been refined for other applications in the robotics
field. Mao et al. [12] used the YOLO-v3 technique with
modifications to reduce Floating-Point Operations (FLOPs)
that can improve performance 2.5 times faster. YOLO-v3 also
includes K-means to separate clusters in each target, and its
accuracy is more than 90% [13]. While CNN has been mas-
sively equipped for the recognition and detection of objects,
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its applications in pick-and-place robots have been limited
published. Many of these approaches centered on image
processing and were thus not appropriate for a particular
industrial robot system. Even today, grasping approaches still
use traditional image processing techniques because of their
flexibility to combine deep learning [14], [15].

To achieve reliable and valid picking of the targets, people
need to localize them after recognition and detection. Some
techniques to achieve these goals use a mono camera, stereo
cameras, or a depth camera. However, most depth cameras are
chosen because they have features that considerably facilitate
image processing [16], [18].

Zhao et al. [19] estimated depth with the MSCNNS (Multi-
Scale Sub-Pixel Convolutions and a Smoothness Constraint)
using a mono camera. A related method, Multi-Scale Dilated
Convolution Network (MSDC-Net), was carried out by
Tian et al. [20], while Xiong et al. [21] adopted RGB camera
(Red, Green, and Blue). Using a mono camera is challenging
the depth determination. Conversely, if we practice the eye-
in-hand manipulator mode, it will benefit from the weight,
dimension, and budget.

Many industrial robots use a stereo camera for localization
and recognition because of its clarity. Taryudi and Wang [22]
used a stereo camera for the detection bottle cap by eye-to-
hand manipulator configuration. Cai et al. [23] used the same
configuration and proposed a detection method for obstacle
avoidance in six-dimension (6-D) poses using stereo cameras.
Chen et al. [24] combined the geometry constraint with the
epipolar constraint to achieve 3-D recovery of the fiber optic
in compact eye-to-hand manipulator environment.

Even though stereo cameras havemany conveniences, their
construction tends to be non-concise as the RGB-D (RGB and
Depth) cameras, which are now popularly used along with
abundant image processing features. The Light Detection and
Ranging (LiDAR) and environmental imaging of outdoor
vehicles are incorporated by Reina et al. [25]. Ge et al. [9]
retained the traditional Hough Transform image processing
technique to recognize the classifications of strawberry envi-
ronments. References [7], [9], [26]–[28] also used RGB-D
images to estimate the targets and sense obstacles in
each environment. All of those works used Kinect, Xtion,
RealSense, ZED, MultiSense, or FRAMOS as their RGB-D
cameras.

Depth estimation is crucial for industrial robots to ensure
safe picking objects in a layered environment. Althoughmany
have used stereo cameras and RGB-D cameras, they are suit-
able for eye-to-hand configuration. This configuration is not
affected by the weight and size of the camera. While eye-in-
hand configuration may regard weight and size as obstacles,
in some cases, robots can move to take things in a gap or
a narrow space. How to reduce weight and size is not only
the overriding solution, but depth estimation accuracy also
remains the important goal.

References [29], [30], [32], [33] also used CNN to sense
depths in both outdoor and indoor environments. Indeed,
most of the prevailing environmental perception systems

are used for vehicle navigation, whose conditions are very
different from robots grasping objects in a layered posi-
tion. Moreover, the depth data displayed in [29], [32], [33]
are still in quantitative perception and are not possi-
ble to apply to manipulators. Caglayan and Can [31]
used CNN with depth estimation through image disparity
technique and results depicted in quantitative perception.
Unfortunately, that experiment was conducted in outdoor
environments and used an RGB-D camera. To ensure accu-
rate performance in an indoor environment with multi-
layered object positions, the robot requires the right depth
estimation.

In our previous work [34], object localization and depth
estimation have adopted machine learning systems based
on eye-to-hand using a stereo camera with a color thresh-
olding method. This method calculates the object centroid
and the depth (Z) while the other two coordinates (XY)
are gotten from the disparity between the left and right
cameras. Differently, Lin et al. [7] mentioned that color-
based image processing is not capable of changing environ-
ments, but we could utilize the crucial functions, such as
the Adaptive Neuro-Fuzzy Inference System (ANFIS), in the
system to improve the performance. Our challenge lies in
using a mono camera with basic FoV and disparity point
clustering, so we need to blend several approaches such as
kNN, FIS, and the disparity map. These works have focused
on deep learning, which is applied to industrial robot pick-
ing, as previously mentioned. In this paper, we are ensuring
secure picking in a layered environment, which is the focal
point.

Specifically, we propose to resolve localization and
depth estimation on layered-environment problems, which
are frequently confronted while picking for the eye-in-
hand manipulator. The following details are given in this
paper:
• We employ deep learning to recognize the targeted junc-
tion box covers, which depend on the layered environ-
ment, and we propose a localization method based on
R-CNN.

• We consider the depth collision problem for manipu-
lators in layered environments. We solve this problem
by proposing the FIS and kNN algorithms. We classify
layers as a cluster points cloud to detect the depth as the
pickable junction box covers are on the layer and verified
by disparity map.

• The localization and depth estimation methods are per-
formed and evaluated on our certain robot manipulator
conditions thus, it provides a reference for eye-in-hand
manipulator systems concerning localization and depth
estimation for similar industrial robots.

In this paper, we discussed the overall system design in
Section II. Section III introduces localization and depth esti-
mation and grasping a target on layered environment until it
is placed in a box in Section IV. The next Section V describes
the experimental results. Finally, we conclude the work and
offer ideas for possible future work in Section VI.
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FIGURE 1. Overall architecture diagram.

II. OVERALL SYSTEM DESIGN
A. PROPOSED SYSTEM DESIGN
Our eye-in-hand robot manipulator takes a position from its
initial position, where it takes a picture, processes the input
image, and then sends commands to the robot controller.
Hence, the robot in the initial position is static. The obtained
RGB image is used to determine the depth and recognized
target acquired from a mono camera mounted on the end-
effector in a machine vision.

The architecture of the proposed machine learning is
shown in Fig. 1. The instance segmentation in the R-CNN
network is used to identify targets; junction box covers
and non-target. Thereafter, the recognized junction box
cover undergoes safe operation checking in XY coordinate
algorithm, the layered environment algorithm, the depth algo-
rithm with a dataset, coordinate transformation, and location
verification algorithm to obtain an accurate final position.
The recognized-bounding box and depth-bounding box are
labeled into locations within the safe layered environment,
thus realizing actual picking.

The proposed depth estimation algorithm involves iden-
tifying the area by target location in specific layered envi-
ronments on 2D images. In Fig.1, the shaded pink are ideas
refer to junction box cover localization, while those shaded in
yellow are correlated to the layered environment. These two

goals coordinate with each other to finalize the positions of
junction box covers within the accurate layer; hence, the pro-
cedures associating with both goals are shaded in cyan. These
explained that both localization and depth algorithms would
be specified in Section III.

B. LIMITATION OF THE SYSTEM
Before the localization and depth algorithms reported in the
next section, we need to reveal some limitations of the sys-
tem. This will promote the process of facing the minimum
requirements in system evaluation. The limitation includes
the minimum number of actual objects (target and non-target)
of four. The target is limited to the junction box cover and
non-target in the form of wooden blocks that have almost
the same area. Limit input number to a minimum of four
objects to guarantee the variation of the arrangement of
objects, far apart (full and semi) and concise (single and
double), the system will fulfill all four scenarios. Meanwhile,
the maximum number that can be executed by the proposed
system is 18, and there are12 real objects for the maximum
and minimum in the widest and narrowest area, respectively.
The work area in our system refers to the FoV of the camera
(Fig. 3) or the top of the truncated pyramid. The widest area is
500 mm × 375 mm at 495 mm, and the narrowest area
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is 417 mm × 313 mm at 413 mm camera depth. Further
explanations are discussed in Section IV.

III. LOCALIZATION AND DEPTH ESTIMATION
A. CAMERA FoV
We have decided to use a mono as well as optimal camera,
Logitech C920, in an eye-in-hand manipulator with the con-
siderations mentioned above. Based on the initial position
and FoV, the capture area can be calculated. The relation-
ship between depth and capture area forms a linear relation-
ship. So, the same object will be known in each dimension.
Table 1 is a comparison between the C920’s camera with
several RGB-D cameras.

TABLE 1. Comparison between RBG-D cameras and C920’s camera.

The 78◦ value for FoV is valid at 16:9 aspect ratio; the FoV
value itself in the product is measured from a diagonal posi-
tion or only written as FoV. On the C920 camera datasheets,
it should be written DFoV (Diagonal Field of View). While
for the 4:3 aspect ratio, DFoV needs to be elaborated with (1)
to find HFoV and VFoV, where H means horizontal and V
represents vertical, see Fig. 2.

FIGURE 2. The FoV of C920’s camera.

In Fig. 2, if DFoV is given, both VFoV and HFoV can be
found for the C920 camera. By default, this camera works
with a 16:9 CMOS sensor, so we need to convert it to
the 4:3 aspect ratio as the following (1), where dx denotes the
length between the camera pinhole cp and the center of
the frame and dh is the length between the camera pinhole
and the vertex of the frame. While cx is half length of the
horizontal line, cy is half length of the vertical line, and dy
is half length of the diagonal line. Thus, the difference in the

4:3 aspect ratio and 16:9 concerns the length of dy.

DFoV = cos−1(
dx
dh

)× 2

dx = dh× cos(
DFoV
2

)

dy = dh× sin(
DFoV
2

)

cx = dy× cos(α)
cy = dy× sin(α)

(1)

Referring to (1), we could find the values of HFoV and VFoV
by the angle α = atan (3/4), so obtained in (2).
HFoV = 2× atan

(
tan

(
DFoV
2

))
× cos

(
atan

(
3
4

))
VFoV = 2× atan

(
tan

(
DFoV
2

))
× sin

(
atan

(
3
4

))
(2)

With HFoV and VFoV, then to recognize the depth of a
position can be done through a comparison of the perimeter
or volume of an object. Illustration of distance, object, and
camera has a linear relationship in the FoV. In Fig. 2, we could
see the C920 camera projection with HFoV and VFoV of 70◦

and 43◦ respectively obtained from (2).

B. TARGETS RECOGNITION
R-CNN [9] was often applied for the recognition and seg-
mentation of fruits. As explained above, various networks
possible for the detection are valid, reliable, and fast for
grasping with depth estimation [5]–[7], [35]. Furthermore,
we intend to estimate the junction box cover location in
xyz-space as validly as reasonable.

The most popular one is to adopt the Mask R-CNN [9],
[36], [37], but this method has heavy computation as well
as has to find the target centroid. Therefore, a lighter burden
way can use the traditional image processing technique by
centroids function, which is provided in MATLAB, as we
apply to the system. In this case, although bounding boxes
also include other object pixels, the addition of bounding
boxes in an object can provide detailed information. In short,
the required depth value on the second bounding box is
needed by the robot as an input.

To achieve the goal of recognizing targets needs training
and testing processes as we apply the R-CNN. In the training
section, datasets (images) are labeled using the Image Labeler
App. Each has two classes of RoIs (Regions of Interests)
namely ‘‘JunctionBox’’ and ‘‘non_target’’ including a dataset
of 62,525-point mappings of FoV. Whereas the testing or
object detection section that has features and detectors from
the training results is used to test the target capture results
from the mono camera, see Fig. 3. At the object detection
stage, we have at least four steps. The three times of convolu-
tion and pooling could be seen; 5× 5 kernel and 3× 3 kernel
were applied respectively on the system.

The junction box cover is the object’s target, while the non-
targets present potential gadflies with machine vision to make
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FIGURE 3. Structure of R-CNN with double bounding boxes (red: confidence level and yellow: depth value). Upper box is the training process
including labeling and training itself. Lower box is detection process with fourth steps of R-CNN process.

decision while in manipulation and are, therefore, also non-
targets that should be detected. For instance, the recognition
and detection results are provided in Fig. 5 to show the couple
bounding boxes, and each color represents a confidence level
and depth on a layered environment. A detailed discussion
about the layered environment will be presented in the next
section.

C. DEPTH ESTIMATION FOR RECOGNIZED TARGETS
For the junction box covers, after several segmented targets
were created, in which one segment represented a recognized
target via image processing. The segments were calculated
to get centroid points, areas, and depths of the recognized
targets in the frame of camera C . Our workflow in the
depth estimation is illustrated in Fig. 4. The depths were
extracted from the centroids, areas, layered environments,
the FoV, the closest point of XYZ-dataset, and image dis-
parities. In addition, the depths have been transformed from

FIGURE 4. Flow diagram of the coordinate transformation.

the target frame O to the C frame using an intrinsic camera
parameter.

Samples of the depth estimation process and its effects
can be found in Fig. 5. Figs. 5(a) and (d) are the original
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FIGURE 5. Recognition and detection results. (a) and (d) show the input images and all targeted objects, while T1 is a noise or not a real target; (b) shows
the recognition of the non-target; (c) displays the edge detection-n results on end-effector without vibration besides the segmented closest class point
with detail of XYZ coordinates, perimeters, and areas; (e) displays the location (xy), perimeters, areas, and orientations in normal condition with
non-targets; (f) displays recognized objects with double bounding boxes without noised vibration from (c).

images and the raw corresponding targets effected by light-
ing. Figs. 5(b) and (e) are the images with noise caused by
non-targeting. Figs. 5(c) and (f) are sequence of the final
localization then signed by double bounding boxes. Each
bounding box contains the level of confidence ranging from
0 to 1 and depth mark in millimeters, but the positions of the
junction box covers were sorted and sent to the manipulator.
Therefore, the shortest coordinate of the junction box covers
will be executed first.

D. TARGET LOCATION ESTIMATION METHODS
1) LAYERS CLUSTERING
In this picking and placing robotic manipulator system, once
the target 3D is obtained, the machine vision system requires
to send the positions of all junction box covers to the robot
controller system. Nevertheless, it was decided that the raw
points transformed from the segmented images were not
sufficiently accurate, particularly for the z-axis such as depth
camera frame Zc and depth target frame Zt . Consequently,
post-processing procedures were carried out on the raw points
of the target centroids in order to achieve a layered environ-
ment that could accurately represent the actual target location.

The inaccuracy of the points transformed was induced
by a variety of factors. Such as, the target points perhaps
projected into the background scene due to the incorrect light-
dependent sensing of the camera shown in Figs. 5(b) and (d)
respectively. Another factor was noise from the camera
vibration due to end-effector moving to initial position,

and, also, there may have been inaccurate from edge
detection.

In Figs. 5(c) and (e), disparity clustering is needed to verify
the layer’s position. We adopted the concept of the disparity
map, which is commonly applied in stereo cameras, even
though in this paper, using a mono camera. The first capture
has taken before the end-effector reaches the initial position,
and the second capture has taken shortly after the initial
position, thus as there are left and right cameras as camera
baseline.

The disparity map D(x, y), represents the displacement
among the left and right images in terms of corresponding
pixels. However, in a real application, it is challenging to
find corresponding pixels. In the nonocclusion pixels, some
factors such as nontextured-homogeneous, repeated-texture,
and camera noise may cause trouble. The disparity estimation
is accomplished by block matching for all pixels, and the
disparity validity value shall be determined as follows,

DL→R(x, y)

= argmin
dε[0,Dmax ]

εdL→R(x, y) (3)

εdR→L (x, y)

=

∑
(u,v)

∑
∈W |fr (x − u, y− v)− fl (x − u+ d, y− v) |∑

(u,v)
∑
∈W |fr (x − u, y− v)+ fl (x − u+ d, y− v) |

(4)

The left image and right image disparities are obtained
from (3) and (4), where εdR→L (x, y) is the normalized block
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FIGURE 6. Disparity map using block matching with disparity range 0-48.
The raw depth estimation varies from 291.562 mm to 297.435 mm, while
the actual Z = 295 mm.

matching error with a horizontal disparity d , W is the block
matching window, and Dmax is the disparity of maximum
value in an allowable limit. In order to verify the observed
disparity, the followingwill obtain the disparity from the right
image frame fr to the left image frame fl , while u and v are
the number of pixels in xy-camera image plane, respectively:

DR→L(x, y) = argmin
dε[−Dmax,0]

εdR→L(x, y) (5)

The minimum matching error (MME) then estimates how
similar the pair image values at (x, y) in the left image and
the corresponding point (x + d, y) in the right image are. The
MME is construed as (6).

MME(x, y) = εdL→R(x, y)|d=DR→L (x,y) (6)

Depth calculation results are still not wholly accurate using
the disparity map obtained from equations (3)-(6), and the
result can be seen in Fig. 6. In industrial robot settings,
the safe limit between the gripper fingertip and the table is
a maximum of 3 mm, see Figure 11(e). For this reason, veri-
fication needs to be done with a dataset. Meanwhile, the pixel
density on the FoV is used to generate these datasets, and then
it is applied in Algorithm 1, so the depths are accurate.

Therefore, the disparity of layers clustering algorithm was
utilized to filter out ambiguous layers. Verifying by the dis-
parity map-based clustering, Algorithm 1 is a method in
which disparity in each layer variation has different densities
to fix Zc to be Zr .

2) TARGET POSITION OPTIMIZATION
Double bounding box targets from RGB camera frame con-
tain real robot coordinates (XrYrZr ) sent to the manipulator.
In Figs. 5(e) and (f), the raw points obtained after layer
clustering and matching of xy-coordinate are regional points.
It is proven that bounding boxes can only show the target
position roughly, but centroids can clarify the actual position
of the junction box cover. The target surface facing the camera

Algorithm 1 Ensure Layered Environment Through
Disparity Map

o1: the disparity map of the objects in certain
layered manipulator D(x, y)Oi ;

for every detected object Oi=1:n do
verifying the Zc data to the disparity clustering
∀D (x, y) ,Zc[i]D (x, y)[i];
if the verifications are closed D (x, y)[i] ≈ dataset
then

saving the world camera’s depth as world robot’s
depth Zr[i]← Zc[i];
i++;

else
return o1;

end
end

FIGURE 7. The FoV utilized in eye-in-hand manipulator with layered
environment.

perpendicularly feels better than other surfaces away from the
midpoint of DFoV. In this scenario, the camera angle is on
the top view. Fig. 7 shows the junction box cover in the FoV.
We have generated a dataset manually to localize targets more
accurately and three methods will explain it in the next sub-
sections.

Based on Fig. 7, we develop FIS-Sugeno rules which
consist of four-perimeter inputs and the output Z, while five
Gaussian membership functions (MFs) are given for each
variable. The number of MF depends on the data character-
istics as polynomials and object patterns of interplaying. The
Gaussian membership function is given as follows:

µ(x) = e
−(1−c)2

2s2 , (7)
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FIGURE 8. Structure of FIS; (a) the five MFs of perimeter; (b) the output
of Z; (c) the four inputs of perimeters to FIS Sugeno with output of Z.

where c and s are the set of parameters that modifies the MF
form and x is the input. According to (7), we can illustrate the
composition of MF as shown in Fig. 8 and generate rules (8).

{1} If (peri1 is p11) & (peri2 is p21) & (peri3 is p31)

& (peri4 is p41) = Z1;

{2} If (peri1 is p12) & (peri2 is p21) & (peri3 is p31)

& (peri4 is p41) = Z1;

{3} If (peri1 is p13) & (peri2 is p21) & (peri3 is p31)

& (peri4 is p41) = Z1;

{4} If (peri1 is p14) & (peri2 is p21) & (peri3 is p31)

& (peri4 is p41) = Z1;

{5} If (peri1 is p15) & (peri2 is p21) & (peri3 is p31)

& (peri4 is p41) = Z1;
...

{84} If (peri1 is p15) & (peri2 is p25) & (peri3 is p35)

& (peri4 is p44) = Z5;

{85} If (peri1 is p15) & (peri2 is p25) & (peri3 is p35)

& (peri4 is p45) = Z5; (8)

Eq. (8) is used to determine the form of membership of
FIS inputs. In total, four inputs that represent a minimum
group in each layer with a random orientation. However,
without the orientation, the grasping process is challenging
to achieve; in this approach, the orientations are processed
separately by comparing the longest edge pixels of the object
with horizontal pixels x. However, the purpose of FIS is
not accurate enough to know the exact layered-environment
order, so classification is still needed.
One of the powerful classification methods is kNN, which

strengthens our adoption. The case of determining the posi-
tion of an object with the nearest neighbor can be resolved

FIGURE 9. kNN classification with a closest point; (a) kNN with k = 1;
(b) kNN with k = 2; (c) kNN with =4; and (d) 3D plotting with layer cloud
points.

by centroid using Euclidean Ei. The Ei is chosen in this
paper and obtained from (9), the length of the x-axis is from
the disparity of x1 and the end of x2-axis. The width of the
y-axis is reached from the initial y1-axis and y2-axis, while
the height of the z-axis is found from z1 and z2.

Ei =

√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (9)

Fig. 9 (a) shows each point representing a class with a reso-
lution of 5 pixels× 5 pixels. The magenta (+) is the centroid
of the junction box covers, while the black circle denotes the
class area where the centroid position is. In Figs. 9(a)-(c), the
numbers of k are respectively given by 1, 2, and 4; however,
in kNN, the closest distance is at k = 1. In contrast, k = 2
means it has two closest distances, or in other words, the sec-
ond closest distance as a runner up the distance. It means
if the variables just only include x1, y1, z1 and x2, y2, z2 for
k = 1 but at k = 2, another x3, y3, z3 are needed. Therefore,
we use k = 1 to reduce computing in the estimation of the
xy-position. Grasping decision for objects is sorted by target
number, which is pixel order in the xy-image plane.

3) TARGET ORIENTATION
Most CNN application in fruit harvesters does not pay atten-
tion to orientation of fruits such as oranges, strawberries, or
eggplants because they are hanging [9], [23], [33]. Neverthe-
less, object orientation needs to be addressed for applications
in industry. For this reason, in addition to localization, orien-
tation becomes an inherent part that the gripper could hold
accurately.

Object orientations ranging from −90◦ to 90◦ are deter-
mined from the region of the subject given by the MATLAB
function. Throughout the eye-in-hand adjustment process,
these orientation data must be modified to approximate the
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FIGURE 10. Detecting object orientation; (a) comparison between major
axis to x-axis; (b) horizontal; (c) vertical; (d) left diagonal; (e) right
diagonal.

orientation of the end-effector so that the object can be prop-
erly grasped. The angle between the x-axis and the major
axis of the ellipse as illustrated in Fig. 10 (a) is as an object
orientation. The left side of the figure displays the same
ellipse as the blue lines showing the axes, the red dots are the
center of the blue line, and the orientation is the angle between
the horizontal dashed line and the major axis. The image
region and its corresponding ellipse are shown on the right
side of the figure. Classifying each map feature is based on
four categories; (a) horizontal, (b) vertical, (c) left diagonal,
and (d) right diagonal. The relationship between the values of
horizontal line x and vertical line y and the width W

′

and the
height H′ of the object is given in (10) for each classification.

(a)

{
0 ≤ x ≤ W ′

0.25H ′ ≤ y ≤ 0.75H ′

(b)

{
0.25W ′ ≤ x ≤ 0.75H ′

0 ≤ y ≤ W ′

(c)



y ≥
H ′

W ′
x −

1
2
H ′

y ≤
H ′

W ′
x +

1
2
H ′

0 ≤ y ≤ H ′

0 ≤ x ≤ W ′

(d)



y ≥ −
H ′

W ′
x +

1
2
H ′

y ≤ −
H ′

W ′
x +

3
2
H ′

0 ≤ y ≤ H ′

0 ≤ x ≤ W ′

(10)

E. TARGET TO WORLD COORDINATE TRANSFORMATION
The mono camera is designed to capture the 2D coordinates
of the junction box cover in camera frame C , and converting
the points from C into the end-effector frame E was neces-
sary. The relationship among the frames is shown in Fig. 11,
in which O is the cover for the junction box cover, C for

FIGURE 11. Coordinate frames for eye-in-hand robot system with mono
camera. The transformation matrix from the target coordinate frame O to
the end-effector coordinate frame E , the transformation matrix from the
camera coordinate frame C to E frame, and the transformation E to the
robot base coordinate frame R.

the camera frame, R for the robotic base frame and B for the
chessboard.

Let RO be the location of the junction box cover O with
respect to the robotic base frame R and CO be the location
of junction box cover O in the C frame. The transformation
of the target coordinate from camera frame C to robotic base
frame R could be expressed in (11) according to:

O
RT =

O
CT

C
ET

E
RT (11)

where O
RT is transformation from O frame to R frame, the

target frame and the robotic base frame, respectively. The BCT
depict in Fig. 11 can be obtained from camera calibration
while R

BT is known. Based on parameters of BCT and R
BT ,

R
CT

could be obtained.
To obtain E

RT basically, the structure of MELFA RV-3SD
robot manipulator is shown in Table 2. The number of joint j,
angle between two connection rods θ , length of link l, angle
of torsion connected with rod α, and the distance between
the two connection rods d . Although there is no standard
for manipulator control, the most common way of adopting
the Denavit-Haternberg (DH) parameters is that for Table 2,
inverse kinematics for control manipulators are used.

TABLE 2. The DH parameter for MELFA RV-3SD manipulator.
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Based on Table 2, we can obtain (12) for the homogeneous
transformation of the link i−1

i T .

i−1
i T =


cosθi −sinθ i 0 αi−1

sinθicosθi−1 cosθicosαi −sinαi−1 −sinαi−1di
sinθicosθi−1 cosθicosαi cosθi−1 cosθi−1di

0 0 0 1


(12)

The transformation of a robotic manipulator matrix is based
on the method of DH parameters. We refer to (12) for each
transformation at each joint as follows:

0
1T =


cosθ1 −sinθ1 0 0

sinθicosθi−1 cosθicosαi 0 0
sinθicosθi−1 cosθicosαi 1 0

0 0 0 1


1
2T =


cosθ2 −sinθ2 0 l1
0 0 1 0

−sinθ2 −cosθ2 1 0
0 0 0 1


2
3T =


cosθ3 −sinθ3 0 l2
sinθ3 cosθ3 0 0
0 0 1 0
0 0 0 1


3
4T =


cosθ4 −sinθ4 0 l3
0 0 1 d4

−sinθ4 −cosθ4 0 0
0 0 0 1


4
5T =


cosθ5 −sinθ5 0 0
0 0 −1 0

sinθ5 cosθ5 0 0
0 0 0 1


5
6T =


cosθ6 −sinθ1 0 0
0 0 1 0

−sinθ6 −cosθ6 0 0
0 0 0 1

 (13)

From (13), a forward kinematics equation can be obtained as
follows:

0
6T =

0
1T ·

1
2T ·

2
3T ·

3
4T ·

4
5T ·

5
6T =


nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1

 , (14)

where (nx , ny, nz), (ox , oy, oz), (ax , ay, az), and (px , py, pz),
stand for the normal vector, orientation vector, approach
vector, and the position of the end-effector, respectively. For
inverse kinematics (15) can be derived from (14).

0
1T
−1
·
0
6T =

1
6T

1
2T
−1
·
0
1T
−1
·
0
6T =

2
6T

2
3T
−1
·
1
2T
−1
·
0
1T
−1
·
0
6T =

3
6T

3
4T
−1
·
2
3T
−1
·
1
2T
−1
·
0
1T
−1
·
0
6T =

4
6T

4
5T
−1
·
3
4T
−1
·
2
3T
−1
·
1
2T
−1
·
0
1T
−1
·
0
6T =

5
6T (15)

IV. GRASPING IN LAYERED ENVIRONMENT
The industrial robot needs to be aware of its layered envi-
ronment to prevent manipulation and gripper from hitting
the table. Hence, the robotic system has to triangulate the
manipulation plan and precisely grab the targeted object so
that it could not cause possible damage [38].

During the experiment, junction box covers are scattered
on the tray and sometimes sprawled and stuck together. At the
same time, our gripper had a three-finger model, one middle
finger, and the other two fingers. Therefore, the (10) is used to
identify the orientation and the gripper pinches gpp the target
in a transverse position. The area marked by the dashed line
in Fig. 12 represents a gripper works in three-finger pinch-
ing. Fig. 12(a) depicts a target in a concise position, while
Fig. 12(b) displays far apart position, and Fig. 12 (c) shows a
far apart with noise caused by end-effector vibration during
movement. Therefore, the junction box covers should be
pinched in a safe area.

A. TARGETS ON THE LAYERED ENVIRONMENT
A critical output obtained by the FoV model is the sensing
layer. There are five layers on the table containing the junc-
tion box covers with random numbers and scattered arrange-
ments. Most junction box covers are arranged in irregularly,
far apart, or even coincided with one another. During pinch-
ing, it can be dangerous for the three fingers of the gripper.
In this section, we offer three methods to identify the position
of the targeted junction box cover among the whole.

1) METHOD 1: FAR APART
To classify junction box covers in the same layer, it is
necessary to calculate the perimeter and area, as shown
in Fig. 12(a). Thereafter, the first four targets in the image
plane are analyzed to get the decision that the junction box
cover is on a specific layer that as the same. Perimeter and
area of the target tend to be high, compared to targets that
are perpendicular to the camera or the dx-axis (2). Because
the scenery targets were arranged randomly, the targets can
be far apart. For illustration, if there are four targets, three
targets close collectively, and one separate target has a higher
perimeter and area. Furthermore, the perimeter and the area
are compared to the pixel density according to the capture
area obtained from the FoV (3) and FIS is applied to over-
come this case.

We perceive, however, that our method was not always
quite appropriate, as there were some conditions in scattered
targets causing the FIS output to exceed the safe gripper limit,
as shown in Fig. 12 (b). In this fact, the FIS method does
not apply to junction box covers that are >185 mm apart
from three target groups that are perpendicular to the dx-axis,
therefore, the case in Figs. 12 (b) and (c) may be rated a
nonoptimal condition by applying this method.

2) METHOD 2: CONCISE
Contrary to method 1, the targets that are close together or
concise tend to be homogeneous for the perimeter and area.
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FIGURE 12. Three-finger pinching; (a) the results of localization when the targets were concise by method 2; (b) the results of localized targets far apart
by method 1; (c) the results of localized far apart and blurred targets using method 3; (d) the initial position of end-effector; (e) straight gripper opening
gpo (75 mm) before pinching; (f) pinching the target transverse target in the center of the object and kept fingertips 3 mm above the table.

For example, if there are four targets on a layer, the perimeter
value and the target area are in the average range even though
their positions are not always perpendicular to the dx-axis.
Method 2 is accurate as handled by FIS but still risks to
camera vibrations at the end-effector, as in Fig. 12 (c).

To succeed in the above problems that appear in method 1
and method 2, first, the kNN algorithm is applied to ensure all
the x, y, and z points of each target of the five layers. The target
that has been detected by the edge and calculated by the area
we give a red sign (+) is as the closest point Ei. To verify the
junction box cover is in one layer as shown in Fig. 11. While
the vibration effect of the end-effector causes the image to
become blurry ib and the perimeter and area become larger.
This vibrational effect is rare; however, we say that this is also
part of the weakness of method 2.

3) METHOD 3: CONFIDENCE
Although the weakness of method 1 is resolved by method 2,
method 2 also has disadvantages because of the blurred image
due to the vibration of the end-effector. Blurred images could
be still recognized by R-CNN; in this case, we use the
0.86 confidence level threshold, α. Method 3 can eliminate
the possibility of reading errors for a blurred image, ib such
as Fig. 12 (c) in a layered environment.

The performance of three stratified methods is a kind of
triangulation which conducts rules. However, if the layer is
not interpreted correctly, the pinching the junction box cover
by the gripper will fail even though the exact x and y positions
are known. Furthermore, accuracy with the utilization of
triangulation, the error rate in the interpretation of layered
environments can be suppressed well.

B. GRIPPER PINCHING THE TARGET
Pinching a target with a three-finger gripper means that not
only centroid must be known but also orientation.We use (10)
for a system capable of calculating orientation effectively,
even in this case, using conventional image processing meth-
ods. Before the gripper pinches the target, the orientation is
first recognized in the initial position while this is part of
the anticipated system failure, see Algorithm 2. The finger
gripper condition is also in a straight open state to avoid the
failure of the gripper controller system, which is a system
separated from the robot manipulator controller.

The gripper movement can be divided into three parts, such
asAlgorithm 3. First, when the gripper is in the initial position
of the finger pinch condition that obstacles to the FoV camera
can be avoided. Second, the gripper moves from the initial
position to the target. Gripper movement depends entirely on
the 3D point resulting from localization; in such conditions,
the gripper finger opens straight. When approaching the tar-
get, the gripper will stop in the safe pinch position, 3 mm on
the table. Failure to interpret Z certainly has a fatal impact
on the safe pinch position. Finally, the junction cover box is
pinched by the gripper in a transverse position towards the
target. After the pinch position, the gripper does not move
directly to the placing position, but the target is raised about
400 mm measured from the lowest layer. This increase of
specific pinch is to avoid the impact of the gripper tip against
surrounding targets, and this is important for layered envi-
ronment because the picking point is higher than the placing
point.

Algorithm 3 in pinching the target that we saw is safe
enough to avoid two collisions. There are at least two
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Algorithm 2 Ascertain Whether Junction Box Covers
Are Within the Layered Environment
o2: detect regions αZi of the target junction box

cover Ti in certain layered environment Zi;
for every identified confidence level of junction box
cover αTi=1 to αTi=4 do

thresholding the confidence level of the junction box
Oi← αTi=n ;
if the confidence level αTi=n > 0.85 then

taking first four sample from whole targets
Oi=1:4;
calling the Algorithm 1;

else if the first of four targets are far apart
20 ≥ (Oi=1 ∨ Oi=2 ∨ Oi=3 ∨ Oi=4) ≤ 180 mm then

applying the FIS function;
if all perimeters are known ∀perin = 1 then

applying 85 rules FIS← rules1:85;
outputting of FIS→ Z1:5;

else
increment to read the next target αTi=1 ++;

end
else if the first of four targets are concise
(Oi=1 ∨ Oi=2 ∨ Oi=3 ∨ Oi=4) ≤ 19 mm then

applying the FIS function FIS← rules1:85;
else if the FIS outputs are known
(Oi=1 ∨ Oi=2 ∨ Oi=3 ∨ Oi=4) ≥ 20 :
180 mm&&O1:4 = ib then

applying the FIS function FIS← rules1:85;
outputting the depth FIS→ Z1:5;
if the FIS outputs are known FIS→ Z1:5 then

corresponds the depth with each detection
result ∀Zn ↔ RCNN n;

else if the confidence level > 0.85 and
perimeters[i] in the range αTi > 0.85 &&
perin = 230 : 5000 then

outputting the target layered env.; Ti[Zn] ;
calling the Algorithm 3;
increment to complete the target; computing
in a layered env.;
i++;

else
return o2.

end
end

potential collisions during pinching work. The first collision
occurs as the gripper finger moves to hit the layer, and
the second collision between the gripper fingertip and another
cover near the target. As a result, it is necessary to lift the
gripper first to a certain point and heading to place a little bit
longer to avoid a collision. The use of Algorithms 1 to 3 is
an alternative to the Iterative Closest Point algorithm (ICP)
that is commonly used [39]. Although ICP has weaknesses,
it needs an initial guess, preprocessing steps, and not so fast
because of finding the closest point in pairs. In addition to
the specific performance of our system, please watch the
following video link https://youtu.be/z3pdEWU-u80.

Algorithm 3 Ascertain Whether Junction Box Covers
Are within the Gripper Pinching
o3: coordinates of junction box cover Ti

in certain layered environment of Zi;
for every detected junction box Ti=1 to Ti=n do
⊥← ∃p[x,y,z]; adjusting the gripper transverse to the
junction box cover’s orientation;
opening the gripper straight gpo← p[x,y,z];
if the gripper is moving down to the target
gpo⊥→ T i=1:n = 75mm then

stopping the gripper −3 mm before reaching the
target gpo⊥Ti ↓→ (Z r[i=1] − 3mm);
adjusting the orientation based on targets
Or ← o[x,y,z]

else if Zr[i] > (Zr[i] − 3) && Zr[i] ≤ (Zr[i] − 3) then
heading the gripper to the target’s order
gpo⊥Ti ↓→ Z r[i=1:n];
lifting the target
gpp⊥Ti ↑→ Z r[i=1:n] = 400mm;
moving the target to home position hpos;
placing the target to the box gpp⊥Ti ;
i++;

else
return o3.

end
end

V. EXPERIMENTS
A. DETECTION METHOD EVALUATION
The detection result metrics [40] of precision, recall, F1
score, and Average Precision (AP) are evaluated as described
in (16). To test the method of detection, the numbers of
True Positive (TP) and False Positive (FP) were involved
in 500 recorded images in total. A confidence value
of 0.85 was set to compute the precision, recall, F1 score,
and AP. 

precision =
TP

TP+ FP

recall =
TP

TP+ FN

F1 =
2× precision× recall
precission+ recall

AP =
∫ 1

0
p (r) dr

(16)

The results are shown in Table 3. It can be seen that the
closest junction box covers had a higher rate of detection
precision. It was obvious that the annotation process makes
it simple to identify the junction box covers whereas it is
more difficult to define the non-target (square blocks) ones
because they have similarities in shape and color. This could
be disturbing to the detection network.

B. EXPERIMENTS OF ESTIMATION FOR THE DEPTH
Technically, the solution to the depth evaluation employs the
disparity map, the FoV alignment, and dataset matched by
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TABLE 3. Evaluation of tests from process of detection.

kNN and FIS. The dataset consist of number of class, camera
coordinate frame XcYcZc, robotic coordinate frame XrYrZr ,
and target coordinate frame XtYtZt . The secure distance for
gripper finger was set to +3 mm above the target position
stand on empirical experience. Around 62,525 datasets were
collected with 1,684 junction box covers and 500 non-targets
were tested. The results of the identification are shown in each
layer order as shown in Table 4. Different to the detection
results of the junction box covers, depths were found signif-
icant in a small difference, only in <0.9 mm and the overall
percent error was −0.0005% with the average time detection
0.7056 s for each target.

TABLE 4. Depth metrics for each layered environment.

The accuracy of the depth was based on method 1,
method 2, and method 3 and localization of the junction box
covers was tested in each layer. Hence, the tests focused
primarily on machine learning that the layered system had
been identified precisely. The evaluation of the depth may
not adequately accurate when testing for higher than the fifth
layer or lower than the first layer.

C. GRASPING IN THE INDUSTRIAL ROBOT EVALUATION
We have tested the junction box cover, depth estimation,
and localization method on actual MELFA RV-3SD robotic
manipulator in industrial-like settings. This industrial robot
comprises a robotic arm, a camera, and a three-finger grip-
per for picking junction box covers as shown in Fig. 7.
An onboard GPU (Intel R UHD Graphics 630) is equipped
for running the whole system and a PC computes and
sends commands to the manipulation controller. The aver-
age processing time for one image frame, including running
the detection network and coordinate transformation, was
0.7056 s, as shown in Table 4. The picking and placing
89 actual objects (68 of the junction box covers and 21 of
non- targets) are evaluated in 640 × 480 pixels resolution.
Table 5 listed the number of object testing as actual objects;
from this testing, we can know raw detection and finally get
output from method 3. The output of method 3 still consists

of two kinds of object detection, targets and non-targets, and
accuracy is the success rate of pick-and-place targets.

TABLE 5. Picking-placing success rate with localization and depth
estimation method.

Table 5 consists of an object number and output of our
project. The eight tests were involving 89 actual objects
(target and non-target). Totally 99 of raw detection results
were produced from 89 actual objects. This means at least
10 noises from eight attempts, as in Fig. 5 (d) where there
are seven actual objects T1 to T8, but T1 is a noise. There-
fore, the outputs of method 3 not only are layered security
of method 1 and method 2, but also ensure the amount of
output as the input (actual object). Column T/NT describes
as numbers of the target and non-target objects; for instance,
8/2 means there are eight targets and two non-targets. In our
system, only targets are takenwhile non-targets are not picked
up, as shown in the last column. In the sixth test, there was
one target grasped but detached. Allegedly, that junction box
cover began to crack, and it became rickety and detached
when moving to place point.

In this evaluation, we use these three methods simultane-
ously. The picking rates of success in the localization method
depend on method 1 and method 2, while if localization by
method 2 fails, it will be treated by method 3. In which the
scenario of moving down and going to homing or targeting
was based on Algorithm 1. Each successful pinching to the
home position hpos was considered as a successful picking-
and-placing task.

The tests were conducted in varied situations, including
those where the junction box covers were limited to 12 pcs
and those where layers were replaced with a flat sheet,
A3 sized. In this test, the dimension of junction box cover is
53 mm × 38 mm × 18 mm, and the number of successfully
detected and pinched junction box covers of 85 trials are
recorded in Table 4. It can be shown that in the changed
setting, the optimized method of localization and an error
rate of depth estimation achieved of 0.977 and −0.0005%
respectively.

VI. CONCLUSION
This study intended a localization method and depth esti-
mation algorithms for junction box cover grasping robots.
The localization approach was based on CNN’s segmented
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and mono camera depth images. To enhance localization
accuracy, we applied the FoV, while disparity map-based
layering was used to verify the depth points. The junction
box covers were detected using R-CNN and determined using
the kNN and FIS, and their locations were compared with
the dataset of junction box covers to double-checking. The
test results indicated that the optimized localization method
could precisely locate the junction box cover, with a picking
rate of 98.529% in industrial-like settings. The overall of the
error rates for the junction box cover and an error rate of depth
estimation were 0.993 and -0.0005%, respectively.

More sophisticated challenges, such as piled up andmount-
ing positions like objects poured out from the container, will
be considered in mini PC or AI embedded systems as our
future work.
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