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Cybersecurity is a key risk for any business as the number 

of attacks are increasing. Growing attacks on cybersecurity 

are threatening our existence. Artificial Intelligence (AI) and 

machine learning (ML) can help detect threats and provide 

recommendations to cyber analysts. Advancing the adoption 

of AI/ML applied to cybersecurity requires partnering of 

industry, academia, and government on a global scale.

Cybersecurity is a key concern for nearly every 
business today.1 The number of cybersecurity 
threats is increasing on a daily basis and com-
promising our private, professional, and national 

existence.2–5 The time required to address threats is increas-
ing, and human capital is under-resourced.6 Cybersecu-
rity Ventures estimates that there will be 3.5 million open 
cybersecurity jobs by 2021, up from 1 million openings last 
year. People in these jobs are hard to train, and turnover is 
high. The Enterprise Security Group and the Information 
Systems Security Association estimate that the average 
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chief information security officer works 
for a company only 18 months before 
moving on to another job. 

The growing attack surface includes 
amateur threats, such as phishing, 
sophisticated distributed denial of ser-
vice attacks, and skilled nation–state 
actors. Prevention is nearly impossible. 
Given enough time, attackers will get in: 

the cost of attack is low, and automated 
probing will eventually find a weakness. 
Advanced persistent threats show that 
hackers are patient. Defense depends 
on security analysts who are rare, lack 
adequate training needed for the job, 
and have high turnover rates. Artifi-
cial intelligence and machine learning 
(AI/ML) can help with the detection of 
threats across the enterprise and with 
recommendations to security analysts. 
AI/ML can drive down response times 
from hundreds of hours to seconds and 
scale analyst effectiveness from one or 
two incidents to thousands daily. With 
an adequate knowledge base, it can pre-
serve corporate knowledge and use that 
knowledge to automate tasks and train 
new analysts.

AI has been used before in cyber-
security applications for creating pat-
tern-matching tools that alert analysts 
to security issues in their network. 
Depending upon the analysis, the tools 
respond to the events in real time. The 

problem is that these tools generate 
output at rates that quickly outpace 
the analyst’s ability to respond. The 
biggest problem in cybersecurity is not 
better endpoint detection but how to 
enable the analyst to keep pace with 
the sheer volume of alerts being gen-
erated. Humans simply cannot keep 
up. This leaves us with no other option 

but to automate as much as possi-
ble7 by capturing cybersecurity ana-
lysts’ existing behavior and thought 
processes. This can only be done by 
observing cybersecurity analysts in 
action. However, this has proven to 
be challenging due to the proprietary 
nature of business. One promising way 
to capture and understand the actions 
of cybersecurity analysts is by using 
grand challenges.8,9 

Automation also requires a clear defi-
nition of goals. This has proven to be 
very difficult due to the widely varying 
missions and priorities of computer sys-
tems being protected and the multiple 
simultaneous objectives that often result 
in tradeoffs. Grand challenges require 
clear goals, and recurring challenges 
of increasing complexity can advance 
the state of the art in representing and 
measuring complex goals. By gamifying 
the analysts’ actions, we can take advan-
tage of the emerging work from Google’s 
Deepmind and the Open AI team, which 

are trying to teach machines how to 
understand and react to strategies and 
moves of human actors in such games as 
Go and StarCraft.

PREDICTION
For cybersecurity to advance, AI and 
machine learning (ML) must be used to 
automate mundane tasks, thus effec-
tively enabling cybersecurity analysts 
to scale and respond to more events in 
real time. Unfortunately, cybersecu-
rity is not a static game but one that 
evolves constantly over time, which 
means that AI must continuously cap-
ture analyst behavior, strategies, suc-
cesses, and failures to learn new tactics 
and techniques as they are invented. 
AI and ML will first assist and then 
eventually automate lengthy efforts to 
identify threats and act upon them.

For this to happen, training sets 
must be created to enable cybersecu-
rity research so that new AI tools can be 
developed to enhance the effectiveness 
of current cybersecurity analysts. Oper-
ating a public challenge (arena/rodeo) 
on a recurring basis (at least annually) 
will ensure that the training sets are 
constantly capturing the innovations of 
players in the arena, thus fostering the 
evolution of AI tools as they are upgraded 
to keep pace with those innovations.

This will be accomplished by cap-
turing host and network data in a stan-
dardized way that allows for the cre-
ation of structured and labeled data 
sets. It will also give us the ability to 
analyze workflows and the decision 
processes used by players in the game. 
Thus, a common repository will be cre-
ated, containing cybersecurity data 
and thought processes/strategies of 
red/blue teams required to train AI 
algorithms for today and tomorrow.

Achieving this goal requires the 
following five elements:

THE BIGGEST PROBLEM IN 
CYBERSECURITY IS NOT BETTER 

ENDPOINT DETECTION BUT HOW TO 
ENABLE THE ANALYST TO KEEP PACE 
WITH THE SHEER VOLUME OF ALERTS 

BEING GENERATED.
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1.	 The behavior of cybersecurity 
analysts must be captured in a 
realistic yet controlled cyberse-
curity setting in a standardized 
way to record and store behav-
iors, threats, strategies, and 
host and network states.

2.	 Gamification must be intro-
duced to enable experiments 
(competitions) to be conducted 
in a constrained and instru-
mented environment so that 
the actions of cybersecurity 
analysts can be tracked in a 
standardized way.

3.	 Researchers must consider 
new types of attacks target-
ing distributed enterprise and 
communication infrastruc-
tures, including edge comput-
ing and 5G.

4.	 Standardized methods and 
associated metrics must be 
developed for representing 
complex goals of specific chal-
lenges or exercises.

5.	 Global collaboration must be 
encouraged so that knowl-
edge, strategies, and data can 
be archived and disseminated 
worldwide and continuously 
updated to keep up with state of 
the art in cybersecurity.

These activities entail research and 
development, experimental/game design,  
standardization, global outreach, lobby-
ing, and education. We now explore these 
five elements in more detail.

Capturing the behavior of 
cybersecurity analysts
Today, cybersecurity focuses mainly 
on creating tools that can provide 
detailed assessments of activities on 
a network. Very little work has been 
done to understand the strategies and 

moves of the cybersecurit y actors 
themselves. This makes attribution 
hard and forces defenders into a reac-
tionary mode as they wait for the next 
move to occur. Waiting to be attacked 
is not a successful strategy. Mitre’s 
T A X I / S T I X  AT T&CK f ra mework s 
are good ways to do forensic analysis 
of events after the fact. But nothing 
currently exists that actually details, 
in a standardized way, what analysts 
look for in alerts, logs, and other data 
and how they should respond to those 
observations. These form the moves of 
the game.

Current ML techniques have a pow-
erful ability to learn from examples. 

However, this requires the existence 
and availability of a set of examples rep-
resenting the behavior to be learned. 
Creating this set by capturing analyst 
behav ior is an essent ia l prerequi-
site to realizing the potential of ML 
for automating tasks for cybersecu-
r it y analysts.

I n ex ist i ng sec u r it y operat ion s 
center (SOC) environments, this task 
is notoriously difficult. The cyberse-
curity analyst must have both a deep 
technological and an intuitive under-
standing of the behavior of adversar-
ies. Such an analyst might be unable 
to explain why a particular step was 
taken to detect or remediate an attack 
or identify exactly what signal tipped 
them off that an attack was ongoing.

The first step is to create a stan-
dardized knowledge model or ontol-
ogy that defines a common semantic 
for describing the activities and de
cision trees that the analyst should 
follow for any given set of observed 
data. The next step is to create stan-
dard data-reporting formats (see the 
section “Standardized Representation 
of Complex Goals and Associated Met-
rics”), so that the data being provided by 
the analyst are consistent and capture 
a steady workflow. Both steps require 
an intensive standardization effort 
because each organization in cyberse-
curity tends to develop its own knowl-
edge model and reporting formats, or it 

lets the analysts develop them on their 
own. Without a standard, ad hoc and 
unstructured approaches to reporting 
actions make it impossible to train an 
AI system.

Standards should be required for 
endpoint equipment and other sen-
sors to report events in the format 
decided upon. Often the raw data col-
lected from these sensors do not report 
the same values for required fields. In 
some cases, even the definition of date 
changes from one vendor to another. 
The goal is to make the sensor data 
simple and clear like moves in a chess 
game, where letters and numbers are 
sufficient to describe the entire situ-
ation on a board without visual cues. 
These data points will provide ideal 

ONE PROMISING WAY TO CAPTURE 
AND UNDERSTAND THE ACTIONS OF 

CYBERSECURITY ANALYSTS IS BY USING 
GRAND CHALLENGES.

Authorized licensed use limited to: IEEE Xplore. Downloaded on August 05,2024 at 16:16:36 UTC from IEEE Xplore.  Restrictions apply. 



48	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

TECHNOLOGY PREDICTIONS

labels for AI and a standard platform 
for training new analysts.

The intent of these efforts is to create 
a large corpus of data that can be used 
to train AI systems. A recent exam-
ple of how this was done is DeepMind’s 
AlphaGo effort. DeepMind’s first step 
was to take pictures of Go games. The 
pictures captured the placement of 
pieces in a standard way so that deep 
neural networks (DNNs) could be used 
to classify the players’ moves in a way 
that was simple and easy to understand. 
Over 30 million moves were captured, 
and they were placed in a sequence that 
mirrored the actual moves of the game. 
Each game was graded based on whether 
it was successful. DeepMind then built a 
reinforcement-learning algorithm using 
Markov tree searches to select what the 
optimal next move is based on the prior 
placement of the stones. The same pro-
cess that allowed DeepMind to capture 
the moves of the players can be used in 
cybersecurity to capture the moves of 
the analyst. But it requires a standard 
method of capturing actions in cyberse-
curity, grading those actions based on 
outcomes, and creating enough exam-
ples that it can capture the state space of 
likely next moves.

Gamification of cybersecurity by 
running cybersecurity challenges 
in an annual arena/rodeo setting
A fully instrumented arena will enable 
the comprehensive and high-resolution 
capture of analyst actions, including 
steps to discover, observe, investigate, 
understand, and mitigate adversary 
actions (Figure 1). Analysts’ choices of 
tools and data used in each step and 
their methods for gathering and syn-
thesizing disparate pieces of informa-
tion would be tracked.

These analyst actions would then be 
evaluated and understood within the 

context of the scenario or exercise in 
which they occurred. In the arena, the 
goals and metrics of success for each 
scenario are clearly defined. Since the 
goals are known, analyst actions can 
be more fully understood as attempts 
to achieve the goals in the given sce-
narios. Metrics from the scenario, cap-
tured with the analyst actions, provide 
information on how effective those 
actions were in achieving the defined 
goals. All of this can inform learning 
algorithms on what to do and not do 
under similar conditions.

In creating an arena/rodeo envi-
ronment as a fully instrumented dig-
ital twin of both the resources to be 
protected as well as the SOC in which 
the cybersecurity analysts operate, we 
establish the environment needed to 
capture the in vivo behavior of the ana-
lyst as well as add external expert ana-
lyst commentary. This platform and 
the standardization of logging form the 
basis for the training, simulation, and 
analysis of strategies analogous to those 
related to strategic competitive games, 
such as chess and poker. As the global 
library of real-life threats are captured, 
modeled, and added, the environment 
becomes both an epidemiological labo-
ratory and an analyst training tool.

The goals of the arena could be ad
justed to the current needs, or they 

can vary from year to year. Challenges 
could be against one opponent or mul-
tiple ones, and they could be assisted by 
AI or against AI (eventually). Possible 
goals include the following:

›› Data protection (steal the data; 
capture the flag). This challenge 
consists of gaining access to 
protected data. The winner is the 
first to gain access to those data. 
This challenge can be combined 
with a variety of other defensive 
and offensive strategies.

›› Controlling network (takeover). 
This goal includes gaining full 
access to network and con-
trolling it.

›› Intrusion detection (penetrate the 
firewall; hide and seek). This chal-
lenge incorporates penetrating a 
network without being noticed.

›› Zero day patching (find, patch, 
report; bug bounty). This chal-
lenge resembles typical bug 
bounty, where a bug needs to be 
discovered, patched in a timely 
manner, and reported.

›› Overall system running (not binary, 
partial recovery). The goal here is 
to keep the system running. The 
system can be partially down, but 
as long as some essential parts 
are running, the goal is met.

The arenas for competitions should 
mirror both the assets to be protected 
and the tools and interfaces available 
to the analyst in the SOC. In the case of 
public or private cloud infrastructures, 
this will mean the development-suit-
able containerized environments for 
both the assets and the SOC. This has 
the dual advantage of being deploy-
able at varying scales and having the 
same infrastructure for the same are-
nas as would be used for the real assets 

FIGURE 1. The use of an arena to capture 
standardized actions of a cybersecurity 
analyst and store them in a global public 
database.
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to be protected. The scalability of con-
tainerized workloads allows them to 
be deployed on any infrastructure 
from individual laptops and PCs up to 
a full-scale hybrid cloud. This is also 
a low barrier to entry, which should 
encourage individual practitioners 
and academics to participate. However 
the arena is built, whether entirely in 
the public cloud or by a stack of open-
source tools to be insta l led on t he 
premises, it will be made public and 
easily reproducible. That will enable 
academic researchers, training compa-
nies, government agencies, commer-
cial tool developers, and others to con-
duct tests related to their own needs in 
support of their research, development, 
and operations.

Systems that require a combination 
of cyberphysical or Internet of Things 
(IoT) edge devices can either be repre-
sented by the physical systems or dig-
ital twins of the physical devices. To 
be realistic and provide true examples 
of potential threats, arenas should be 
equipped with actual devices. However, 
such devices are challenging to main-
tain in a verifiable state after exposure 
in the arena. Physical resources are 
also difficult to provide at scale to indi-
viduals and academic environments. 
Given the challenges of dedicated 
physical equipment, IT and operations 
technology equipment manufactur-
ers should be encouraged to provide 
containerized digital twins of their 
infrastructure products and perhaps 
of fer bug bounties for discovering 
possible weaknesses.

Consideration of new tiers in 
the technology landscape
The number of client and IoT devices is 
growing and rapidly expanding the dig-
ital footprint that can serve as a launch-
pad for automated attack botnets. This 

is evident from such events as the recent 
Mirai attack, which created a flood of 
packets at more than 600 Gb/s, gener-
ated by an army of 200,000–300,000 
compromised IoT devices.13 These 
types of attacks are only going to grow 
in scope and frequency. The enterprise 
infrastructure and services deployed 
closer to the devices, at the perimeters 
of the enterprise networks, comprise 
a clear first line of defense to deal with 
the scale and distribution for these 
attacks.14 The edge infrastructure tier 
presents new opportunities for support-
ing cybersecurity strategies because

›› It is closer and therefore can  
see, detect, and react to events 
more quickly.

›› It presents a new security 
perimeter and therefore can 
contain attacks within a smaller 
footprint.

Given these trends, the arena will 
provide capabilities to evaluate and  
analyze the role that the edge-based 
cybersecurity strategies play in defend-
ing against these types of distributed 
attacks as well as others. The creation 
of these arenas can be structured in a 
way that leverages the approach taken 
i n t he development of t he EdgeNet 
testbed.15

The key characteristics of edge com-
puting devices make it clear that these 
devices will not be able to support the 
same type of cybersecurity functional-
ity supported in enterprise data centers 
and clouds. One difference is that the 
edge has a limited scale compared to the 
cloud, which is elastic. Another differ-
ence is that the functionality deployed 
on the edge operates in a localized con-
text. By comparison, in data centers and 
the cloud, functionality is centralized to 
support a global scope.

These differences impact the inter-
play of AI/ML and security in several 
ways. First, concerning AI-based cyber-
security methods, the type of AI that 
can be executed at an edge component 
will need to operate within the reduced 
resource footprint available at the 
edge, while still providing the timeli-
ness and data-reduction benefits that 
the edge promises to deliver. Second, 
the mismatch of the capabilities at the 
edge versus the data center will lead 
security strategists to devise and deploy 
different techniques at the edge than 
in data centers. For instance, an edge-
based detector may serve as a more 
lightweight estimator of complex clas-
sification logic for generating an alert 
of a potential impending attack and 
enabling measures to be taken to pre-
vent or mitigate such an attack.14 Strat-
egists may orchestrate the aggregation 
of data from edge-based detectors in an 
application/enterprise-specific man-
ner that combines a customized under-
standing of data-mining or information 
theory techniques. These techniques, 
when applied to their context, compen-
sate for the reduced scope at which indi-
vidual edge locations operate. For more 
effective and more scalable cybersecu-
rity, detailed study of these strategies 
will help determine which can provide 
the basis for automation in transform-
ing back-end/data center-based cyber-
security defenses into their edge-based 
counterparts or spokes.

Standardized representation 
of complex goals and 
associated metrics 
AI and ML algorithms are excellent 
at optimizing, but to optimize they 
need a signal, such as a score, indicating 
how well they are performing. To apply 
these powerful tools to cybersecurity 
problems, it is necessary to have training 
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data and scenario outcomes associated 
with scores. The performance of the 
models trained on this data will be very 
sensitive to how these scores are calcu-
lated, so it is important to make sure the 
scores truly represent progress towards 
achieving the desired outcome.

To generate these scores, it is neces-
sary to have definitions of the goals for 
any given scenario, challenge, or exer-
cise. As the purpose and mission of com-
puter systems vary widely, the goals 
vary from scenario to scenario in the 

arena and from environment to envi-
ronment in real operational networks.

Generally, system owners have mul-
tiple goals that compete with each other, 
leading to tradeoffs. For example, a sys-
tem owner may want a data store to be 
available, authorized users to be able to 
access it, users to be able to communicate 
with each other and with people outside 
the network, and the data flow coming 
into the network to be uninterrupted. 
But the owner also wants to maintain 
current updates/patches on his or her 
systems to minimize vulnerability, pre-
vent unauthorized access to accounts 
and data, prevent system intrusions via 
spearphishing, detect any unauthorized 
data exfiltration, and prevent attackers 
from controlling any of their systems. 
Those are many different goals. The key 
question is how important are they rela-
tive to each other? Is it more important to 
allow users to communicate outside the 
network or prevent data exfiltration? 

The answers will be different depend-
ing on the environment. A representa-
tion of goals for this environment might 
describe a collection of goals and assign 
weights to each of them, expressing their 
relative importance.

For each goal that is defined, it is 
necessary to have a way to measure it 
or at least approximate it. Many things 
can be measured in a networked system 
of systems. Determining what to mea-
sure and what each measure reveals 
about the defined goals is an important 

task that will require a sustained effort 
of the cybersecurity community.

Developing standards for express-
ing complex goals like those described 
here is a critical step. Developing stan-
dards for cyber metrics, and for ways to 
connect those metrics to goals, is also 
critical. These interconnected stan-
dards, in combination, will make it pos-
sible to define complex scenarios with 
complex goals and produce scores indi-
cating how successful attackers and 
defenders are during a scenario. This, 
in turn, will enable the development 
and evolution of increasingly complex 
and realistic challenges, scenarios, exer-
cises, and training modules.

Global collaboration 
In the coming years, the proposed grand 
challenge will result in a repository of 
training data, shared data logs, and attack 
details. The resulting knowledge base 
will contain captured network traffic, 

policies for AI and ML configuration, AI 
strategies, the execution environment, 
and the captured knowledge of security 
analysts. It is important that this effort 
be globally supported by such organi-
zations as the IEEE. The IEEE can pro-
vide a home to standardization and be 
a trusted and neutral (politically and 
organizationally) global body to run the 
arenas, store the knowledge base, dis-
seminate results using its Xplore/Com-
puter Society Digital Library database, 
and pursue education using online and 
in-person courses. A successful out-
come can only be obtained if the global 
aspect is accepted by worldwide cyber-
security experts.

IMPACT
The application of AI and ML to cyberse-
curity has many benefits. At the entry 
level AI and ML will eliminate some 
threats, such as phishing, at the noise 
level. But as AI and ML are applied to a 
broader set of more complex cases, their 
value in the field of cybersecurity will 
become more apparent. They will enable 
system owners to detect earlier and deter 
more efficiently some of the distributed 
denial-of-service attacks and prevent data 
leakage and network penetration. The 
real benefits of this approach are in shar-
ing the results globally so that attacks can 
be prevented closer to the source, and we 
can create a community effort to regulate 
the current Wild West of cybersecurity.

By gathering data for AI and ML train-
ing, industry, academia, and govern-
ments of the world will be able to establish 
a starting point for additional work that 
may or may not be shared. Sharing, in 
some cases, may be limited. Some com-
panies may not want to share data for 
competitive reasons. Governments may 
wish to keep data confidential to protect 
national security. However, all initial 
results will be globally shared.

THE APPLICATION OF AI AND  
ML TO CYBERSECURITY HAS MANY 

BENEFITS.
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Finally, outcomes could be used for 
training human cybersecurity analysts 
by providing access to the behavior of 
recorded actions during the arena com-
petitions and enabling them to play the 
defender in arena scenarios and receive 
feedback in the form of a score. The 
knowledge database can be mined and 
leveraged for creating courses.

Most importantly, through improved 
tools to increase automation and sup-
port the analyst, AI and ML will dra-
matically increase the speed and scale 
of our cybersecurity defenses and the 
speed and effectiveness of our human 
analysts. Through improved training 
capabilities, AI and ML will improve the 
training of new cybersecurity experts 
and enhance the quality of cybersecu-
rity analysts available for hire.

TECHNOLOGY CHALLENGES
Three main actions are needed to ad
dress technology challenges.

1.	 Research is needed on AI and 
ML for cybersecurity primarily 
focused on deep-learning algo-
rithms. Many other approaches 
are available, but only DNNs 
have achieved wide adoption. 
Other techniques for automating 
cybersecurity analyst behavior 
may need to be explored.

2.	 The ability to effectively stan-
dardize vertical data from the 
network traffic, including every-
thing from attack signatures to 
cybersecurity analyst strategies, 
needs to be developed. Correlat-
ing data captured across the  
stack will absolutely be required.

3.	 Methods need to be devised to 
distribute AI and ML across the 
attack surface with both cen-
tralized SOC-like deployment 
and deployment at the edge. 
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Maintaining consistency in 
behavior and real-time distri-
bution of models will require 
new research and development.

RISKS TO PREDICTION
The obvious risk is time of adoption. The 
application of AI and ML to cybersecurity 
is inevitable, but the question is whether 
any meaningful use of such an applica-
tion will emerge in the next two years. 
State-of-the-art AI and ML are still pri-
marily focused on deep-learning neural 
networks trained using labeled data sets 
and applied to limited sets of use cases, 
such as video recognition for assisted 
driving and in industrial IoT scenarios. 
We anticipate that an initially limited 
adoption of AI and ML will occur using 
rule-based techniques. Over the next 
few years, the transition to a broader 
use of AI and ML will take place. Differ-
ences in regulations across the world 
will complicate deployment because 
governments and cultures have vary-
ing attitudes about automation, eth-
ics, and privacy.

An unwillingness of global constitu-
encies to collaborate will limit both the 
breadth and speed of adoption. We antic-
ipate that, as the world becomes more 
connected and the playing field levels, 
(and everyone is exposed to each other), 
global constituencies will be more open 
to collaboration, especially if the benefits 
of using this approach become substan-
tial (reduction of threats, speed to resolu-
tion, training workforce, and so on).

Cyberattacks are becoming an  
increasing concern for busi-
nesses. Adequate cybersecurity 

requires automation, which, in turn, re
quires a means of capturing the behavior of 
cybersecurity analysts. We predict that this 
will start to happen within next two years 

as a global, annual competition event. 
As a result, increased adoption of AI 
and ML in cybersecurity will reduce the 
effectiveness and impact of attacks. 
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