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Satellite backbone networks provide a viable means of establish-
ing broadband connectivity for remote, sparsely populated areas. In
addition, satellite communication systems are well suited for airborne,
maritime, and disaster relief environments. Technologies for links are
continuing to improve in performance and power efficiency, making
onboard regeneration and routing feasible within spacecraft power
envelope. In this article, we implement and analyze a spaceborne
router design integrated on a field-programmable gate array (FPGA).
FPGA provides a flexibility needed to circumvent space radiation
effects on chip circuitry, as they can be reconfigured at runtime.
We explored scalability of the high-end state-of-the art FPGA chip
family, and its ability to support high bit-rate satellite links: 10 Gbps
satellite-to-ground links and 100 Gbps intersatellite links. Through
implementation and testing, we confirm that the current FPGA tech-
nology can support space routers with very high data throughput.
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I. INTRODUCTION

Satellites are traditionally used for broadcasting and, to
a lesser extent, for Internet traffic due to the high latencies
in geosynchronous (GSO) satellite constellations [1]. How-
ever, large constellations with low Earth orbiting (LEO)
satellites provide low latencies, and could be utilized as
the Internet backbone network. Recent technology advances
have enabled the increase in communication channel capac-
ity between satellites and the Earth. Furthermore, satellite
communications have lower entry cost in rural and un-
derdeveloped areas. Also, satellite networks offer crucial
robustness during natural and man-made disasters. For these
reasons, the research community is seeking to improve
satellite backbone capacity for Internet traffic.

Internet service and content providers are interested in
satellite backbone networks due to their wide international
coverage. Using satellite technologies, Internet access could
be provided even to people in isolated remote areas, es-
pecially since investments in fixed broadband networks
are not profitable in those areas. NASA is developing the
next-generation space architecture through its Space Com-
munication and Navigation (SCaN) program, and is looking
for partnerships. Google is developing a temporospatial
software-defined networking (TS-SDN) platform that is
tailored to the specifics of wireless high-altitude commu-
nications [2]. This software platform has been designed for
high-altitude platforms and can model wireless propagation
losses due to atmospheric absorption, rain, clouds, fog, and
tropospheric scintillation.

LEO satellite constellations are a very promising solu-
tion for high-altitude backbone wireless networks. There
are other options as well; however, they include less mature
technologies such as unmanned aerial vehicles and strato-
spheric balloons. In this article, we consider universal high-
altitude nodes, having in mind primarily satellite networks
that provide ultrawide reach.

Three high-capacity LEO networks will likely be
launched within the next three years: SpaceX, Telesat, and
OneWeb constellations with 4425, 117, and 720 satellites,
respectively. It was shown that all three constellations could
provide throughputs over 1 Tbps based on their FCC fil-
ings [3]. SpaceX and Telesat constellations use intersatellite
links and can connect any two users in the network, while
OneWeb relies on terrestrial gateways for communication
between different areas that satellites cover. The SpaceX
constellation provides the highest throughput as it com-
prises a much larger number of satellites than the other two
constellations.

Fig. 1 shows the architecture of a high-altitude back-
bone node which could be used in the SpaceX and Telesat
constellations. It comprises user modems (UM), user an-
tenna assembly, gateway modems (GM), gateway antennas,
optical modems, optical antennas, central processor unit
(CPU), telemetry tracking and command (TT&C) system,
and space router. A satellite node is linked via UMs and
antenna assembly to the customers in the satellite coverage
area. It is linked to the backbone terrestrial network via
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Fig. 1. Architecture of the satellite backbone network.

GMs and antennas. Satellite-to-ground links can provide
capacities exceeding 10 Gbps, which are determined by the
speeds of UMs and GMs. Satellite nodes are connected to
each other via high-throughput free-space optical intersatel-
lite links, which operate at information rates exceeding 100
Gbps [4] using optical coherent modems [5]. Space router
should exchange IP packets between lower speed satellite-
to-ground and higher speed intersatellite links. Control
packets carrying information about network topology are
processed in CPU that is connected to the network controller
via reliable TT&C links.

Field-programmable gate arrays (FPGAs) have been
recognized as suitable for space applications due to their
high performance and reconfigurability [6]–[8]. High-end
FPGAs comprise large numbers of logic elements and
on-chip RAM memory, which allow them to provide high
level of parallelization, and, consequently, high-processing
throughputs. Obviously, it is not possible to change hard-
ware on satellites, while the functionalities implemented
on FPGA could be easily modified and upgraded using
the wireless networking resources. At the same time, re-
configurability of FPGA helps mitigation of single and
multiple event upsets (SEU and MEU) that are caused
by critical radiation effects. FPGA can support protection
mechanisms for substitution of the affected modules by
the correct ones [8]. Application-specific integrated circuit
(ASIC) might be more optimal solution in terms of power
consumption or speed; however, ASIC lacks flexibility as
it cannot be reconfigured remotely while in space. For
this reason, FPGA has a major advantage since it can be
reconfigured if mission objectives change or design upgrade
is required.

Space router is an important assembly on the high-
altitude platform as it transfers the entire incoming traffic
to the corresponding output ports. Therefore, a space router
is a potential bottleneck of the high-altitude node capacity.
In this article, we present our design and implementation
of an internet router on the FPGA. We will analyze our
design on a high-end Virtex Ultrascale+ FPGA, in terms
of the required chip resources, as well as the maximum
achievable data throughputs. We focus on the data plane
design and implementation as it is the important part of the
system. Our design of data plane is flexible, and it could be

connected to the standard routing control plane [9], as well
as to the SDN controller using the OpenFlow standard [10].

II. RELATED WORK

Packet processors are an important application of high-
end FPGAs. Nowadays, high-end FPGAs support interfaces
with bit-rates of up to 100 Gbps. FPGA manufacturers
already provide IP cores that implement high-speed eth-
ernet link layers: 10GE, 25GE, 40GE, and 100GE [11]. In
addition to these high-speed link layer protocols, Xilinx de-
veloped flexible SDNet platform for packet processing at the
same speeds [12]. SDNet platform allows implementation
of typical network functions using the popular programming
language for data plane, p4 [13]. SDNet platform also pro-
vides the software module for downloading lookup tables
from the control plane. It is, unfortunately, closed software,
and it does not include incremental lookup table updates.
SDNet platform can implement standard lookup tables used
by Internet routers, or OpenFlow lookup tables connected
to SDN controller.

Various network functions were designed and imple-
mented in the research literature. Typically, critical network
functions were addressed separately as potential bottle-
necks, such as lookup, packet classification, or scheduling.

The space router first needs to determine output ports
of incoming packets using some type of lookup. IP lookup
is the most widely used on the Internet, as it has certain
advantages. First, it uses global IP addresses for packet
routing. Second, IP lookup tables can be reduced by address
aggregation, since IP addresses are flexibly allocated to de-
vices unlike medium access control (MAC) addresses [14].
Finally, information about location of network addresses
is distributed using fairly simple protocols such as OSPF
(open shortest path first), routing information protocol, or
intermediate system to intermediate system. Disadvantage
of IP lookup tables is their large size as they store global
addresses. Alternatively, multiple protocol label switching
(MPLS) uses lookup tables that store labels with local sig-
nificance. Consequently, MPLS lookup tables are smaller;
however, they require additional control protocols, e.g.,
resource reservation protocol or label distribution protocol,
for establishment and maintenance of MPLS tunnels. In our
design, we implemented IP lookup tables to avoid complexi-
ties of control plane which is beyond the scope of this article.

Sophisticated packet classification is difficult to imple-
ment if it should include the large number of fields in packet
header. Various solutions were proposed for increasing the
throughput of packet classification while reducing its mem-
ory requirements [15], [16]. However, high-altitude nodes
are not well suited for packet classification, as it will be
shown that they need to perform basic network functions
with high resource requirements. Packet classification is
more appropriate for terrestrial gateway nodes.

SpaceWire and SpaceFibre standards are designed
for connecting sensors, memories, processors, and other
devices on a spacecraft [17], [18]. These standards focus
on reliable link layer with low power consumption, and
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consider also packet routers appropriate for such link layer.
SpaceWire standard includes link speeds up to 200 Mbps,
while SpaceFibre standard aims to support link speeds
up to 10 Gbps. The routers for onboard networking do
not have high throughput requirements as they connect
limited number of devices. For the same reason, they do
not require large number of addresses in lookup tables. In
our article, we aim to achieve packet forwarding with the
highest throughput possible and lookup tables that support
routing on global Internet.

The space radiation issues, like total ionising dose (TID)
and single event upsets (SEU), are important concerns
when choosing components for design that will be used
in space [19]. For the static random access memory-based
FPGAs, like the one used for our design, there are many
established methods for mitigating these issues [20], [21].

TID hardening can be provided by FPGA vendor or
by additional shielding, but it can be also mitigated by
techniques like switched modular redundancy [20] where
dynamic reconfiguration is used.

On the other side, SEUs are usually not handled by the
FPGA design and manufacturing process. However, there
are different techniques that can be applied in order to
mitigate the SEU effects [19], [21]. Redundancies can be
introduced on global or local level. Triple modular redun-
dancy (TMR) uses voting mechanism at the outputs to mask
SEU, while double modular redundancy with comparison
(DWC) can be used to detect an SEU event. For memories,
error detection and correction (EDAC) can be used to detect
and correct errors in memory contents resulting from SEU.
Additionally, for the FPGA configuration memories, scrub-
bing can be performed by rewriting configuration with the
reference design without impacting device operation.

In our analysis and implementation, we have focused on
implementing a high-throughput router design. Reliability
can be increased using the aforementioned techniques. Ad-
ditionally, reliable communication is also implemented at
network and transport layers of IP network, by rerouting
traffic around failed devices and packet retransmissions.

Packet routers can have different architectures that
mainly depend on the required capacities, and underlying
hardware. The lowest capacity routers have either output
buffers or shared buffers. Their capacity is limited by the
buffer throughput. Routers with input buffers have higher
capacities, but they require more complex schedulers for
packet forwarding [22], [23]. Finally, multistage routers can
provide the highest capacities [24], [25]. However, they
have larger memory requirements which are critical on
the FPGAs. Also, some architectures, e.g., toroidal, need
significant link speedups in order to provide forwarding
with no blocking [26]. We will implement the space router
with input/output buffers due to the limited throughput of
on-chip buffers, as well as their total size.

III. SPACE ROUTER ARCHITECTURE

The space router should be designed to fit the underlying
FPGA architecture. We will use the high-end Xilinx chip

Fig. 2. Architecture of the space router.

family, Virtex Ultrascale+. Xilinx Ultrascale+ chips are
the appropriate option as they support sufficient number
of integrated 100G ethernet blocks, and large amount of
on-chip memory. On-chip memory is a critical resource
for the router implementation as it is required for different
purposes: lookup tables, storage of packets, as well as for
the packet segmentation and reassembly.

Xilinx Ultrascale+ chips have three types of memories
that differ according to their size. Packets should be nat-
urally stored in the largest UltraRAM memory cells, or
possibly in the Block RAM cells. The maximum width of
these memory cells is M = 64 (72 without ECC), and the
memory throughput is much lower than the required router
throughput. For this reason, the space router with output
or shared buffers would have the limited capacity, which is
too low for satellite backbone network under consideration.
On the other side, multistage routers have high memory
requirements as packets pass multiple buffers on their way
from router inputs to outputs.

The space router with input and output buffers is the
appropriate architecture for the given hardware, where each
input buffer comprises one or more memory cells. Here,
output buffers are used for mitigating the crossbar speedup,
and the packet reassembly. Consequently, the output buffers
have the same throughputs as the input buffers, and do not
represent the router bottleneck.

We will assume that the space router has A 100GE ports,
and B 10GE ports.

Fig. 2 shows the architecture of the space router that
will be implemented and analyzed in this article. Packets
first pass through packet header processors (PHPs), and,
then, they are stored in the input buffers with virtual queues.
100GE input buffers are denoted by CI, and 10GE input
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Fig. 3. Packet processor.

buffers are denoted by XI in Fig. 2. Packet processors
receive packets via the local bus (LBUS) interface from
the 100GE IP cores. Packet processors are designed to have
the same width as the LBUS. The LBUS width is 512 bits,
while the buffers with virtual queues use the 64-bit-wide
buses. For this reason, a bus converter is needed between
the 100GE packet processors and input buffers with virtual
queues. Such converter is not needed for 10GE ports, as they
receive packets on the 64-bit-wide AXI4-Stream interface.
Packets are split into the L = 512 bits long segments that are
independently forwarded through the crossbar to the output
buffers. Output buffers with virtual queues collect segments
from the crossbar, and reassemble them into original pack-
ets. 100GE output buffers are denoted by CO, and 10GE out-
put buffers are denoted by XO in Fig. 2. The 100GE output
port needs a bus converter from the 64- to the 512-bits-wide
buses, inverse to the converter of the 100GE input port.

A. Input Modules

Input modules perform processing and storage of pack-
ets before they are transferred to the output ports through
the crossbar.

When packets arrive to the router, their headers are
processed in PHPs with throughputs 100 and 10 Gbps
depending on the input port, as shown in Fig. 3. Based on
the IP address and lookup table, PHP determines the packet
output port, as well as the MAC address of the next-hop
device. PHP also determines the packet length that will
be needed for packet reassembly. Standard processing is
performed by PHP as well: Time to live update, validation
of checksum and its update, and MAC address modification.

The Xilinx SDNet platform was used for implemen-
tation of the PHP modules. The SDNet platform allows
flexible programming of PHP using the P4 language [13],
for example. We, however, used the Xilinx language PX for
programming of data plane. In our design, we implemented
IP lookup as it allows global routing, and requires simple
control plane. However, PHP can be easily modified to
implement MPLS lookup or other custom-made packet
processing.

The input buffering at 10 Gbps is shown in Fig. 4.
Before the packets are stored into 10 Gbps buffers, their
format needs to be converted from AXI4-Stream to crossbar
format (CF). The bus adapter also adds the following control
information to each segment: segment input port, packet
length, and packet sequence number. Packet segments are,
then, stored into virtual queues according to their output

Fig. 4. Input 10G buffering.

Fig. 5. Input 100G module.

ports. Each virtual queue stores segments bound to a specific
crossbar output port. These dynamic virtual queues (DVQs)
are implemented using the linked list manager. Each queue
is defined by pointers to its start and end, which are updated
when segments arrive to the queue and leave the queue. One
queue is dedicated to empty memory locations. Memory
locations from this queue are allocated to new segments,
and memory locations of departing segments are returned
to the queue of empty segments. Each input buffer with
virtual queues is connected to one crossbar port. These input
buffers with virtual queues were denoted as XI_ j in Fig. 2,
where j is the input port number.

Control memory stores the control information of packet
segments: segment input port, packet length, and packet
sequence number.

The input buffering at 100 Gbps is more complex.
Because the 100 Gbps ports have much higher throughputs
than crossbar ports, each input 100 Gbps port is adapted to
K crossbar ports using a converter, as shown in Fig. 5. The
converter, C2K, basically converts the 512-bits-wide LBUS
used by PHP to the 64-bits-wide buses of UltraRAM mem-
ory cells. Therefore, we chose to allocate K = 8 buffers to
each port, as eight UltraRAM buffers can store packets at the
same speed as they arrive from the LBUS. Converter C2K is
implemented using the Distributed RAM memory that can
be configured to receive packets from the 512-bits-wide bus,
and to transmit packets to the 64-bits-wide bus. C2K also
adds the control information to each segment, which is then
stored in the control memory: segment input port, packet
length, and packet sequence number.

Converter C2K comprises K different Distributed RAM
buffers that transmit packets to the corresponding Ultra-
RAM buffers. Incoming packet is stored in the emptiest
buffer of C2K, while multiple packets can be stored to
different buffers of C2K simultaneously. Each buffer of
the converter sends packet segments to the corresponding
UltraRAM buffer with DVQs, and each UltraRAM buffer
is connected, in turn, to one crossbar port. The input buffer
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with DVQs has the same design as in the case of input 10GE
ports. These input buffers with virtual queues were denoted
as CI_i. j in Fig. 2, where i represents the input port number,
and j denotes the crossbar port number to which the buffer
is attached.

B. Switching Fabric and Scheduler

Packets are divided into the segments that are stored in
the input buffers with virtual queues. These segments are
L = 512 bits long. Information about incoming segments is
sent to the scheduler that determines when these segments
will be transferred to the output ports through the crossbar.
Based on this information, scheduler stores the number of
unscheduled segments in each input virtual queue.

Generally, the crossbar matrix connects each input port
to at most one output port, and each output port to at most
one input port. Time is divided into slots, and the scheduler
determines the input–output pairs that will be connected in
each slot. The duration of a time slot equals the segment
transmission time. Scheduler also sends the information to
the input buffers about segments to be sent in each time slot,
if any.

In the presented design, we will use the SLIP algo-
rithm for the segment scheduling, which is used in Cisco
routers [27]. The SLIP algorithm is iterative, and each
iteration comprises three steps. In the first step, inputs
send requests to the outputs for which they have segments.
Each output selects one input port from which it received
a request, and sends an acknowledgment to it. In the final
step, each input selects one output from which it received
an acknowledgment, and this input will send a segment to
the selected output in the next time slot.

In order to simplify reassembly of packets at high
speeds, input buffer CI_i.m is connected to output port j via
output buffer CO_ j.m. Also, input buffer XI_i is connected
to output port j via output buffer CO_ j.(i mod K ). In
this way, reassembly of packets at the router outputs is
simplified since their segments wait in the same input and
output virtual queues. Still, packets can be reordered at the
router outputs, as they can experience different delays at the
crossbar ports of some 100GE port. So, a packet coming
to the router earlier might depart its input virtual queue
later, and, therefore, arrive later to the corresponding output
buffer. Consequently, getting packets to their original order
will be needed at the space router outputs.

The number of crossbar ports in our design can be
calculated as follows:

S = A · K + B (1)

where A is the number of 100GE ports, and B is the number
of 10GE ports, as mentioned before. Since each input buffer
is connected to A + B crossbar output ports, it needs to have
A + B virtual queues.

C. Output Modules

Reassembly of segments into packets is implemented
at the output ports. Since packets could be reordered while

Fig. 6. Output 10G module.

Fig. 7. Output 100G module.

passing the crossbar, they also must be brought back to the
original order at the output ports. For these reasons, buffers
are also needed at the output ports.

The 10GE port receives packets from a dedicated cross-
bar output port, and it is shown in Fig. 6. This crossbar
port is connected to K output buffers with DVQs. Packets
are stored into the virtual queues according to their input
ports. One virtual queue stores the segments coming from
a specific crossbar input port that is determined by the
parser. DVQs are implemented in the same way as in the
input buffers. Virtual queues are assigned evenly to these
K output buffers, so that each buffer stores (A · K + B)/K
virtual queues, where B is divisible with K in our case.
Selector stores the control information about segments
(segment input port, packet length, and packet sequence
number). Based on this information, the selector calculates
the packets eligible for transmissions from virtual queues.
Packets are eligible if all of their segments have arrived,
and all previous packets from the same input port have
been transmitted. In this way, original packet ordering is
maintained. The priority encoder chooses one of the eligible
packets for transmission in a round-robin fashion. This
packet is then transmitted through the FIFO buffer to the
network.

The output 100GE port comprises also K output buffers,
as shown in Fig. 7. Each output buffer of the 100GE
port is connected to one crossbar output. It stores DVQs
implemented as in the input buffers. Similarly, as in the
case of 10GE port, each output buffer has (A · K + B)/K
virtual queues. Each virtual queue stores packets coming
from a specific input port. Segments from one output buffer
are sent to the corresponding buffer of the K2C converter.
Because the 100Gbps ports have much higher throughput
than crossbar ports, each output 100Gbps port is adapted
to K crossbar ports using the K2C converter. The K2C
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converter, basically, converts the 64-bits-wide buses used by
crossbar ports to the 512-bits-wide bus of the output port.
K2C uses Distributed RAM because its cells can receive
segments from the 64-bits-wide buses, and send segments
to the 512-bits-wide bus.

The uSelector associated to an output buffer determines
head-of-line packets in its virtual queues. Global selector
has the information about eligible packets in all virtual
queues at the output port, and decides which packets should
be passed to the converter buffers. Packet is eligible if all
of its segments have arrived, all previous packets from
the same input have been transmitted to FIFO, and if the
corresponding converter buffer is not busy. The priority
encoder of the selector decides on the next packet that will
be moved to converter buffer. The engines are used to move
packets from virtual queues of output buffers to converter
buffers. Segments are transmitted from the converter buffers
through the FIFO buffer to the network, in the order in which
they were written to the converter buffers.

D. Control Plane

We use the Quagga routing suite for implementation
of the control plane. In particular, IP lookup tables will be
calculated according to the OSPF protocol of the Quagga
suite. We developed a network driver that links Quagga with
the data plane via the direct memory access (DMA) module
as shown in Fig. 2. DMA is connected to other ports via one
10 Gbps port. We also integrated Quagga with the SDNet
software module for downloading lookup tables to the data
plane.

SDNet platform is flexible, so our data plane could use
other types of lookup tables and control planes. For ex-
ample, MPLS lookup tables could reduce on-chip memory
requirements at the expense of more complex control plane.

SDNet platform also supports centralized SDN con-
trollers that communicate with the data plane according to
the OpenFlow protocol. A distributed control plane seems
more appropriate for satellite networks with large distances
and delays between nodes, because reactions of a distant
central controller to failures and network congestions are
likely be too slow [28].

It is important to also provide reliable TT&C connec-
tions between satellite nodes and network on the ground
for transmission of critical control information as shown in
Fig. 1.

IV. PERFORMANCE ANALYSIS

We implemented the space router using the VHDL
programming language, and it can be used on a wide range
of FPGA chips. We chose the most advanced Xilinx Ultra-
scale+ chip provided on a development board, in order to
analyze scalability of space routers. Before implementation
and verification on actual hardware, individual components
as well as the entire design have been thoroughly tested
through simulations.

The design was implemented on the Xilinx
VCU118 [29] evaluation board with VU9P Virtex

Ultrascale+ chip. The board has dual QSFP28 interfaces,
FMC and FMC+ card interfaces, and PCIe header.
Since the board has only two QSFP28 interfaces, the
HTG-FMC-X6QSFP28 FMC+ card [30] was used for
additional QSFP28 interfaces. The QSFP28 interfaces are
used for implementation of both 10GE and 100GE ports.
Some of the QSFP28 interfaces were used to connect
up to four 10GE ports by means of the QSFP+ to SFP+
splitter cables. The VU9P has a total of 345.9 Mbit of
on-chip memory comprising UltraRAM, Block RAM, and
Distributed RAM. The IP lookup tables are configured to
have a depth of 214 − 1. Each buffer with virtual queues
at input and output ports is implemented within one
UltraRAM memory cell and can store up to 512 packet
segments of 512 bits.

The space router was implemented using Vivado 2017.1
and PHPs were created using SDNet 2017.1. The Ultra-
scale+ integrated 100G ethernet subsystem IP [31] was used
for implementing the 100GE interface, and, the 10G/25G
ethernet subsystem IP [32] was used for the 10GE interface.

A. Resource Requirements

Table I represents utilization of the resources on the
Xilinx VU9P chip after the implementation. Used resources
are given as the percentages of the total available resources
on the VU9P Virtex Ultrascale+ chip. Additionally, the total
resources available on VU9P and VU13P are presented in
the table. The VU13P is added for comparison with VU9P,
as it is the UltraScale+ FGPA chip with the largest on-chip
memory available.

Table I shows that the Block RAM memory is the re-
source with the highest utilization. Most of the Block RAM
memory is used for lookup tables in PHPs, as expected. The
depth of lookup tables could be, possibly, further increased
since 55% of Block RAM memory is unused. Alternatively,
there would be room for additional ports on the VU9P chip.
More ports could be added to the design if the lookup tables
were reduced by replacing IP addresses with MPLS labels.

The UltraRAM memory is used only for the components
associated with input and output buffers with virtual queues.
Since only around 11% of the UltraRAM memory is used for
our design, it is not a critical resource and can allow larger
buffers, and more ports. With the increase of the number
of traffic flows, the chance that more packets will arrive to
the buffer simultaneously increases, so the larger buffers
are needed. Consequently, the buffer size increase enables
support for finer granularity flows through the buffer.

If reliability of the design needs to be improved, several
mitigation mechanisms can be applied. Memory scrubbing
can be used for the FPGA configuration memory. Relia-
bility of on-chip memories can be improved by using the
integrated EDAC functionality. Local redundancies (TMR
or DWC) can be implemented for core components of the
design, the scheduler, crossbar, and DVQ management in
input and output ports. The global TMR is not necessary for
our design, since packet losses will be handled by OSPF and
link layer protocols. The VU9P and VU13P FPGA chips
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TABLE I
Resource Utilization [%]

have sufficient available resources for different levels of
redundancy as shown in Table I.

B. Packet Throughput

Our design of the space router was tested in different
scenarios, and bit rates were recorded. The VCU118 board
was plugged into a PCIe slot of a computer. As we men-
tioned earlier, the Linux device driver and application were
developed for loading lookup tables to PHPs. Computers
used for testing were equipped with Mellanox ConnectX-4
MCX415A-CCAT cards with 100GE ports, and Intel X710-
DA4 cards with 10GE ports, while the VCU118 board
has QSFP28 interfaces used for both 100GE and 10GE
ports.

The Pktgen application from Data Plane Development
Kit (DPDK) was used to generate traffic with high packet
rates. Pktgen allows generation of high-rate traffic with
configurable packet sizes, IP addresses, and ports. The
DPDK version 16.04.0 was used for Mellanox ConnectX-4
MCX415A-CCAT card and the DPDK version 17.11.3
was used for Intel X710-DA4 card, according to their
capabilities.

Three different tests were performed. In test 1, each port
forwards packets only to one port of the same speed. Test
2 combines traffic from multiple 10GE ports to one 100GE
port, and spreads the traffic from the other 100GE port to
all 10GE ports. Test 3 stresses the crossbar by forwarding
packets from all input ports to all output ports.

In test 1, the Pktgen application is configured so that the
packets are sent from one port only to one other port with
the same port speed, as shown in Fig. 8.

If 100GE ports are denoted as Ci, i ∈ {0, 1}, and 10GE
ports as Xj, j ∈ {0..6}, then, the crossbar connections for
test 1 are made in the following manner:

C0 ↔ C1

Xi → X(i+1)mod7.

The resulting throughputs summed across all output
ports, 100GE ports, and 10GE ports are shown in Fig. 9.

Fig. 8. Traffic pattern in test 1.

Fig. 9. Achieved throughputs in test 1.

The dotted red line in Fig. 9 marks the maximum bit rate
of the design with two 100GE ports, and seven 10GE ports,
which is 270 Gbps. This test measures maximum through-
puts of ports for different packet lengths. Bit rates are lower
(40–60% of the maximum throughputs) for packet lengths
under 256 B and reach 90% of the maximum throughputs
for larger packet lengths. It can be observed that the 100GE
ports exhibit a sharp drop in efficiency for packets shorter
than 256 B, while 10GE ports process shorter packets more
efficiently.
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Fig. 10. Traffic pattern in test 2.

Fig. 11. Achieved throughput in test 2.

In the second test (Fig. 10), the first 100GE port, C0,
forwards packets to all 10GE ports, all 10GE ports forward
packets to the second 100GE port, C1, and port C1 forwards
packets to port C0:

C0 → Xi, i ∈ {0..6}
Xi → C1, i ∈ {0..6}
C1 → C0.

Theoretical maximum throughput for this configuration
is 240 Gbps.

Shape of the curve in Fig. 11 is similar to the shape
of the curve in Fig. 9. However, distribution of bit rates
among specific ports is different. Comparison of bit rates
for different traffic paths in test 2 is given in Fig. 12.

The maximum throughput of one 100GE port is obvi-
ously higher than of 7 × 10GE ports. But, it can be observed
that the total bit rates obtained at the outputs of 10GE ports
for shorter packets are much higher than the bit rate obtained
at the output of the 100GE port C0. Utilization of 100GE
ports increases with packet length, but it is lower than the
utilization of 10GE ports for all packet lengths.

In test 3, packets from all input ports are forwarded to
all output ports, and this is a stress test for the crossbar
scheduler (Fig. 13).

Traffic distribution is configured so that eight times
more packets are directed to the 100GE output ports than
to the 10GE output ports, because each 100GE port is
implemented by K = 8 times more input buffers. If a port
in the design, regardless of its speed, is denoted as Ip, Ip ∈

Fig. 12. Bit rates for different traffic paths in test 2.

Fig. 13. Test 3 setup.

Fig. 14. Achieved throughputs in test 3.

{Ci, Xj}, i ∈ {0, 1}, j ∈ {0..6}, then, test 3 can be described
as

Ia → Ib

P (Ib = Ci|Ia) = 8/23

P
(
Ib = Xj |Ia

) = 1/23.

The resulting throughputs summed across all output
ports, 100GE ports, and 10GE ports in test 3 are shown in
Fig. 14. The throughput of 100GE ports for packet lengths
up to 200 B is the same as in test 1, which implies that
it is limited by packet processing. For longer packets, the
throughput of 100 GE is lower than in test 1 as the packet
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Fig. 15. Ratio of bit rates in test 3 and test 1.

scheduler becomes a bottleneck. The packet scheduler re-
duces throughput of 10GE ports, and their total throughput
is lower than in test 1 for all packet lengths.

Fig. 15 shows the ratio of throughputs in test 3 and test 1.
This ratio is between 60% and 65% for the packets longer
than 256 B which matches the efficiency of the one-iteration
SLIP algorithm for uniform traffic [27]. For the packet
lengths below 256 B, the ratio of throughputs in tests 3 and
1 is much higher as the utilization of 100GE ports is limited
by packet processing in both tests.

V. CONCLUSION

In this article, we presented an implementation of
the space router for a satellite node. We showed that
the router with two 100GE ports and seven 10GE ports
can be implemented on the Xilinx Ultrascale+ chip with
intermediate capabilities available in the currently most
advanced development platform. The Ultrascale+ chips
with more resources are likely to support the space router
with significantly larger throughputs.

The implemented router has input buffers with 10 Gbps
throughputs in order to fit the FPGA architecture. For this
reason, 100GE ports use multiple input and output buffers,
and packets might take different paths through the space
router. So, we had to implement elaborate segmentation
and reassembly mechanisms at high speeds. Our router is
designed for the proposed satellite backbone network. As
the satellite network will be connected to the terrestrial IP
network, it is desirable that our router is an IP router as
well. For this reason, it can be used as a ground router as
well. It is implemented on the FPGA chip as these chips
are configurable, and can adapt in the case of radiation
effect like SEU, or if design specifications change. If more
reliable reaction to disturbances is needed, redundancies
can be readily introduced to our design.

We showed that the implemented space router can
achieve throughputs up to 240 Gbps for the longest packets.
The achieved throughputs exceeded 200 Gbps for packets
longer than 256 B.
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JANKOVIĆ ET AL.: HIGH-CAPACITY FPGA ROUTER FOR SATELLITE BACKBONE NETWORK 2627



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


