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Abstract—There are two types of data in semi-supervised
learning: feature vector with the corresponding label and feature
vector without label, where labeled data processing has been
well studied in supervised learning. In this paper, we derive the
LogSumExp function for unlabeled data processing. This deriva-
tion establishes a unified view of labeled data processing and
unlabeled data processing in semi-supervised learning. Moreover,
the LogSumExp function is the kernel component of unlabeled
data processing framework, which should not be restricted to the
semi-supervised learning, we can easily extend the framework to
the unsupervised learning situation. Interestingly, our proposed
unlabeled data processing framework could also cover the k-
means method.

Index Terms—LogSumExp, unlabeled data processing, semi-
supervised learning, k-means

I. INTRODUCTION

Given a training set consisting of instances from the direct

product of the feature vector space and the label space X×Y

Dtr = {(xt, yt) ∈ X × Y : t = 1, · · · , T}, (1)

the classification learning algorithm tries to find an appropriate

classifier in the hypothesis space, hoping that the classifier can

accurately predict a label for the unseen feature vector. This is

the classical scene of the supervised learning problem, which

has been well studied.

However, obtaining a feature vector with the corresponding

label typically requires manual marking, special equipment,

or an expensive but slow experiment, these overheads may

make the complete markup training sample set infeasible.

Nonetheless there are usually a large number of unlabeled

sample instances, or these Marked samples are relatively easy

to obtain. In this case, semi-supervised learning shows a large

considerable practical value. In addition, many studies have

found that a small amount of labeled feature vectors adding to

the unlabeled data set, may produce unexpected improvement,

in comparison with the performance obtained by supervising

learning of discarding these unlabeled data, or by discarding

the label data for unsupervised learning[1], [2], [3]. Therefore,

semi-supervised learning also has certain theoretical value in

machine learning.

Computational overhead and prediction performance are

important indicators of the classification issue. Generally s-

peaking, the more complex the hypothesis space is, the more

accurate the prediction on the training samples is, and the

more derivation the predictive accuracy on unseen data is,

also the greater corresponding computational overhead is.

Thus, choosing the appropriate hypothesis space is essential to

the semi-supervised learning. For example, graph-based semi-

supervised learning methods use graphs to represent the data,

and each tag and non-tagged data instance corresponds to

the node [4]. Some recent studies have took the Gaussian

process or the Markov random walk [5], and Laplacian graphs

are also used to solve the semi-supervised multi-classification

problem [2]. Although these methods take advantage of semi-

supervised and supervised relationship between sample in-

stances, the entire solution usually requires significant com-

putational overhead, such as most of the computational com-

plexity of O(n3), where n is sample size[6], [1].

This would become more complex when comes to multi-

classification situation[7]. For example, Transductive Support

Vector Machine (TSVM) is one of low-density segmentation

methods, which attempt to place the boundary in areas where

fewer sample instances are available, and mark unlabeled data

with decision boundaries. While the SVM seeks to have the

maximum interval between different classes in the supervised

learning situation, the TSVM tries to mark unlabeled data with

the decision edges with the largest interval between all the

data. Extending TSVM to handle multiple classes of unlabeled

data is given by [8]. However, since the unlabeled data and

the tag data use different metrics, the corresponding objective

function is biased.

Recently, a series of semi-supervised multi-class learning

studies have attempted to break through these limitations. Most

of these semi-supervised multi-classifications are boosting-

based methods. The main difference between these methods is

the loss function and regularization technology[9]. But these

methods are lack of ability to use the correlations between

the feature vector and the label, in particular the unlabeled

data[10].

In our previous work[11], we proposed an incremental

method of a Bayesian supervised learning model[12] for

semi-supervised learning, which took both efficiency and the

accuracy into account. Nonetheless we also found that, the

incremental method depends on the semi-supervised learning

environment setting: the Bayesian classifier could enter the

proper state only when it is given labeled samples, and the

incremental method fails when it is given completely unlabeled

data. Thus, in this paper, we try to derive a framework for

unlabeled data processing. The remainder of this article is

organized as follows: Section II is the mathematical basis of

this paper, in this part, we analyze the Fenchel conjugation
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and constrained optimization problem. We use these results

to deduce the LogSumExp framework in section III by an-

alyzing the structure of the Bayesian classification objective

function[12], and then we instantiate the framework into a

semi-supervised learning method. The empirical experiment

is placed in section IV. Section V summarizes the work of

this paper.

II. PRELIMINARIES

Our goal is to derive a framework for unlabeled data

processing, before that, we need to introduce some tools for

subsequent derivations.

A. Fenchel Conjugate Relationship Measure

Given a convex function f defined on X , and its conjugate

function f∗ on the dual space X∗, we have the following

inequality 1:

〈x,x∗〉 ≤ f(x) + f∗(x∗), ∀x ∈ X and x∗ ∈ X∗. (2)

This inequality is called Fenchel inequality, which could be

easy to show with the definition of Fenchel conjugate function:

〈x,x∗〉 = f(x) +
[
〈x∗,x〉 − f(x)

]

≤ f(x) +

definition of f∗︷ ︸︸ ︷
sup
x′∈X

[
〈x∗,x′〉 − f(x′)

]
= f(x) + f∗(x∗). (3)

The equality 〈x,x∗〉 = f(x) + f(x∗) holds if and only if

x∗ = ∇xf , while the maximum value of the variable x′ in

Fenchel function definition is the same as the input argument

x.

The Fenchel inequality gives a inner product form lower

bound 〈x,x∗〉 of the sum of conjugate functions f(x) +
f∗(x∗). Only when there is a gradient relationship between x
and x∗, the sum reaches the inner product bound. Thus, we

can create the following expression to measure if there is a

gradient relationship between x and x∗

Conjf,f∗(x,x∗) = 〈x,x∗〉 −
(
f(x) + f∗(x)

)
. (4)

This expression is called the (Fenchel) conjugate relation-

ship measure. Formally, conjugate function of f and f∗ is

included in the conjugate relationship measure: it is the ob-

jective function for defining conjugate function f∗ if we omit

f(x); when f∗(x) is omitted, it corresponds to the objective

function for defining f∗’s conjugate function definition. So It

can be used to study interactions of x and x∗ when conjugate

functions f and f∗ are given in the context of the conjugate

relationship measure.

1For the sake of convenience, the rest of the paper assumes x ∈ X , and
x∗ ∈ X∗.

B. Constrained optimization problem revisited

Let’s look back at the Karush-Kuhn-Tucker (KKT) condi-

tion, we know that for the following optimization problem

min
x

f(x)

s.t. gi(x) = 0, i ∈ [I]

hj(x) ≤ 0, j ∈ [J ], (5)

the KKT condition for the minimum is:

∇f(x)−
∑
i

[
λi∇gi

]
+
∑
j

[
μj∇hj(X)

]
= 0

gi(x) = 0, i ∈ [I]

μihi(x) = 0, j ∈ [J ], (6)

where λ1:I ,μ1:J are new variables called the KKT multiplier,

which correspond to equality constraints and inequality con-

straints separately. There are too many equations for the KKT,

we can include them in the following equivalence optimization

problem which is relatively simple

arg max
λ1:I ,μ1:J≥0,x

L(x,λ,μ) = −f(x) + 〈λ, g(x)〉+ 〈μ, h(x)〉,
(7)

where the objective function is called augmented Lagrangian

function. The reason for equivalence is that variables of the

optimization problem follow the law of association and ex-

change when the objective function is convex. Also remember

that KKT multipliers are combined with constraints in terms

of inner products

max
λ,μ≥0,x

L(x,λ,μ)

=max
μ≥0

[
max
λ≥0,x

L(x,λ,μ) = · · ·+ 〈μ, h(x)〉
]

=max
λ

[
max
μ,x

L(x,λ,μ) = · · ·+ 〈λ, g(x)〉+ · · ·
]
, (8)

note that the objective function is linear w.r.t KKT multipliers,

if the corresponding inequality constraint is not satisfied

hj(x) ≥ 0, μj would be ∞ as μj is positive, which

makes the optimization problem meaningless. Similarly, if the

equality constraint gi(x) 
=0 is not satisfied, specifically, such

as gi(x) > 0, λi takes value −∞, causing the optimization

problem to crash.

We rearrange the Lagrangian function, and found this form

is consistent with the objective function used to define the

Fenchel conjugate function

inner product form︷ ︸︸ ︷〈(
λ
μ

)
,

(
g(x)
h(x)

)〉
−f(x), (9)

that is, a definition of a conjugate function with (g, h) as

optimization variable (vector) and f(x) = f(x(g, h)) as the

primal function, while we introduce the Fenchel conjugate

relationship measure to include the definition in the former

part. Thus, we establish the conjugate function definition view

of the constrained optimization problem, which reminds us to
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think of its equivalent constrained optimization problem when

comes to the Fenchel conjugate relationship measure

constrained optimization problem

⇐⇒Fenchel conjugate relationship measure (10)

III. FROM LABELED DATA PROCESSING

FRAMEWORK〈Q, log(P )〉 TO UNLABELED DATA

PROCESSING FRAMEWORK LOGSUMEXP

In [12], we give a probabilistic graphical model for multi-

classification, whose learning procedure corresponds to the

following regularized optimization problem

max
w

L(w; {xt, yt}Tt=1) =

regularization term︷ ︸︸ ︷
−1

2
‖w‖2F

+

T∑
t=1

data term︷ ︸︸ ︷
〈eyt , log φ(w

�xt)〉, (11)

where xt is the feature vector instance and yt is the cor-

responding label, ‖ · ‖F denotes the Frobenius norm of the

matrix, φ(u ∈ R
k) = exp(u)

∑k
j=1 exp(uj)

denotes the probability

assignment, we use the data term 〈eyt
, log φ(w�xt)〉 to mea-

sure the correlation of the assignment and the given label.

We abstract the data term as 〈Q, log(P )〉, where P and Q

are probabilities. If not stated, the given probability is denoted

with Q, the one corresponding to the parameter of model is

denoted with P. With the convention, we know that Q is ey
and φ(w�x) is P.

〈Q,log(P )〉︷ ︸︸ ︷〈
ey, log φ(w

�x)
〉
, (12)

In the following part, we do a further analysis of the structure

〈Q, log(P )〉 〈
Q, log φ(θ ∈ R

d)
〉
, (13)

the logarithm structure on the right of the inner product form

could be rewritten as follows

log φ(θ) = log
( exp(θ)∑

k exp(θ)

)

= log(exp(θ))− log(
∑
k

exp(θ))

= θ − LogSumExp(θ). (14)

This is a different structure, we substitute the difference

expression into the data term and get the following equation:

〈Q, log φ(θ)〉 = 〈Q,θ − LogSumExp(θ)〉
= 〈Q,θ〉 − LogSumExp(θ), (15)

The second step removes LogSumExp(θ) from the inner prod-

uct structure because P is the probability that the sum of the

components is equal to 1. The new data term is still a different

structure, and it is easy to see that the final expression is the

Fenchel conjugate relationship measure structure. According

to the II-B section, the constrained optimization problem and

the Fenchel conjugate relationship measure are interpreted.

We know that this corresponds to the following constrained

optimization problem

min
θ

LogSumExp(θ)

s.t. φ(θ) = Q, (16)

where the objective function is the LogSumExp. Generally

speacking, a Bayesian network is associated with a MLE

(Maximum Likelihood Estimation) form optimization prob-

lem, here we turn the above minimum optimization problem

to the following maximum optimization without constraint.

max
θ

LogSumExp(θ). (17)

Let’s back to the semi-supervised learning. In the above

derivation, we extend the unit vector ey to the probability

simple P , and replace the product w�x with the symbol

θ for convenience, we know that the supervised learning

corresponds to an optimization problem with the LogSumExp

as objective function and the label data as the constraint

min
w

LogSumExp(w�x)

s.t. φ(w�x) = ey. (18)

Naturally, unlabeled data corresponds to an unconstrained

problem optimization problem

max
w

LogSumExp(w�x), (19)

Combining the above two expression together, we can ob-

tain the following optimization problems for semi-supervised

learning

max
w

regularization term︷ ︸︸ ︷
−λ

2
‖w‖2F +

[ data term︷ ︸︸ ︷∑
l

〈eyl
, log(φ(wxl))〉+

∑
u

LogSumExp(wxu)
]
,

(20)

where letter ’l’ denotes the iteration of labeled data and ’u’

denotes that of unlabeled data.

Recalling the relevant steps of the classical unlabeled data

processing algorithm k-means, it selects the centroid based

on the minimum of the distances between input data and

the parameters, which are essentially based on the objective

function

LogSumExp(−1

2
‖xu −w‖2). (21)

So our proposed LogSumExp framework can cover k-means

method, the difference is that between dealing with unlabeled

data in this paper is that we use the inner product connection

parameter w and the data xu, while the k-means uses L2

distance − 1
2‖xu −w‖2 as input of the LogSumExp function.

But both are semantically equivalent, as the conjugate function
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of L2 norm is itself, and corresponding conjugate relationship

measure is

conj 1
2‖xu‖2, 12‖wk‖2 = 〈wk,xu〉 − (

1

2
‖wk‖2 + 1

2
‖xu‖2)

= −1

2
‖xu −wk‖2. (22)

We can see that the L2 distance is identical to the Fenchel

relationship measure of the L2 norm.

1) Solving the optimization problem: We extend the Duality

Aggregation algorithm [12] to solve the optimization problem

(20) of the semi-supervised learning. The reason is that the

data term of the objective function is approximately linear.

As the data term with labeled data had proved in [12], we

only need to prove the approximate linearity of the unlabeled

data term: the w is a |X| ×K matrix, there is no difference

when processing each column vector of matrix w in the above

objective function, we use the shorthand θk = 〈w·,k,x〉, the

analysis of the component θk represents the analysis of each

element of the column vector w·,k because θk is linear to each

element of column vector w·,k.

dLogSumExp(θ) =
〈 exp(θ)∑

k exp(θk)
= φ(θ), dθ

〉
(23)

d2LogSumExp(θ) =
(
δk

′
k φ(θ)k − φ(θ)kφ(θ)k′

)
dθkdθk′ .

(24)

The Hessian matrix of the LogSumExp has the following

structure

HLogSumExp = Λ(φ(θ))− φ(θ)φ(θ)T. (25)

Any x ∈ R
k multiply by the Hessian matrix

θTHLogSumExpθ =
∑
k

[
φk(θ)θ

2
k − (φk(θk)θk)

2
] ≈ 0. (26)

When θk is the maximum of θ, the corresponding φk is very

close to 1, and φkθ
2
k−(φkθk)

2 ≈ 1 ∗ θ2
k−(1∗θk)2 = 0 when

θk is relative small, the corresponding φk is approximately

equal to 0, which also leads to 0: φkθ
2
k − (φkθk)

2 ≈
0 ∗ θ2

k − (0 ∗ θk)
2 = 0. Thus we know the data term is

approximately linear, and the strongly convexity is provided

by the regularization term of the objective function.

In addition to the gradient calculation of unlabeled data, the

most important difference is the introduction of the counter,

because the trained multi-classifier predict a label based on

the inner product operation while scaling column vectors w·,k
would obviously affect the classification. We introduce an

intermediate variable cnt to storage instance number of each

class to reduce the impact of historical records. The details of

the algorithm are shown in the algorithm 1.

IV. EXPERIMENTS

This paper uses the four datasets which had been used in the

context of supervised learning: MNIST, pre-processed MNIST

with PCA + RBF, COIL-20 and COIL-100, to evaluate various

semi-supervised learning’s responses under changes of data

Algorithm 1 Extended Duality Aggregation Algorithm for

LogSumExp based Semi-Supervised Muti-classifcation Learn-

ing

Input: Training set Dtr =
{
(xt, yt)

∣∣∣(xt, )
}T

t=1
, learning rate

σ2

Output: A multi-classifier configured with w∗

1: w0 ← 0, cnt0 ← 1
2: repeat
3: for t = 1 to T do
4: if xt is labeled then
5: wt ← 1

σ2

[
eyt

− φ(wtxt)
]
xT
t

6: else
7: qt = φ(wt−1xt)
8: cntt ← cntt−1 +

1
σ2 qt

9: wt ← cntt−1

cntt
wt−1 +

1
σ2

[
qtx

T
t

]
10: end if
11: end for
12: until Convergence

13: w∗ ← wT

representations and class numbers[12]. In the context of semi-

supervised learning, we are required to construct the data set

with both labeled data and unlabeled data for training.

The method is as follows: given a training set, we randomly

select labeled data whose number is controlled by the config-

uration ”labeled data number of each class” which follows

the exponential law, while the other samples with the label

discarded. The paper uses the ”labeled data number of each

class” as the configuration parameter to minimize the impact

when the number of classes and instances of different data sets

is not the same. When the training is ended, the evaluation of

the semi-supervised learning is in the same way to that of

the supervised learning, that is, we feed the trained model

with instances of test set, the model returns ŷt = h(xt), we

compares whether ŷt and the real label yt are the same. So

this paper still uses ŷt and the real label yt to measure the

prediction accuracy Accuracy(h;D) =
∑

t 1(ŷt=yt)

‖Test Samples‖ .

This paper evaluates two indicators: prediction accuracy

and time overhead of training. We do not illuminate the time

overhead of prediction, because this reflects the completion

of the model training, and the speed of data processing

indicators changes little in the context of semi-supervised

learning method.

As a comparison, the experiments not only include the

incremental[11] and the LogSumExp semi-supervised learning

methods, but also the k-means, which has been referred in

section III, and is used to associate parameters and data for

semi-supervised learning method. In addition, because the

goal of semi-supervised learning is to obtain better prediction

accuracy, rather than relatively good or bad, we use supervised

learning as a benchmark, that is, the Bayesian classifier of [12],

which uses only the portion of the labeled data for training,

Mark the data to understand the performance improvement of
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semi-supervised learning because it only uses the labeled data

part, and in this paper analyzes the linear relationship between

the training time and the amount of tagged data, The number

of data in the mark is very small, so the training time is the

least cost. In all experiments, the corresponding algorithms

perform 20 rounds on the training samples in order to achieve

continuous improvement, and each experiment runs 20 times

to allow the methods to be adequately trained while reducing

the effect of environmental instability. In addition, for the

convenience of writing, this article uses ”Incremental SSL”2,

”LogSumExp SSL”, ”k-means SSL” and ”Bayes Classifier” to

represent the above four classification learning methods.

A. On the effect of data representations

Performances of each algorithm using different data repre-

sentations of the MNIST data set are shown in Figure (1a),

(1b) and table I. Although the data set pre-processed by PCA +

RBF under the supervised learning scenario gives the classifier

a greater improvement in prediction accuracy (see experiment

of [12] for more detail), the situation is different in the context

of semi-supervised learning: prediction accuracy on the raw

MNIST is obvious better than on the pre-processed MNIST

when given less labeled data3, the pre-processed MNIST with

PCA+RBF demonstrates its advantages only when each class

is given 32 labels. Thus, we can see that the same data set

has different effect for the supervised learning and the semi-

supervised learning, which suggests us to select the appropriate

data representation according to the application scenario.

The k-means SSL method has the best predictive accuracy

when the labeled data is less, but its training cost is also

the largest. That is because the k-means uses L2 distance

correlation input data and model parameters, the calculation

is greater compared with the product of this model. The

LogSumExp SSL performs poorly when the number of labeled

data is low, but with the increase of labeled data, it gradually

has the best predictive accuracy.

B. On the Effect of Class Numbers

Because the COIL data set is not divided into training set

and test set, we randomly select instance into training set

and test set with ratio 7:3. The performance data for each

algorithm in COIL-20 and COIL-100 are shown in the figure

(2a), (2b) and table II. It can be seen that although this article

takes the ”average number of tag data types contained in each

type” as a parameter, it still can not completely shield the

effect of the label space on the prediction accuracy, and the

prediction accuracy in the COIL-20 data set is better than in

the COIL-100 data set. Similar to the case of the MNIST

data set, the LogSumExp SSL performs poorly when the

number of labeled data is small, but with the increase of

2SSL stands for Semi-Supervised Learning
3If we evaluate the accuracy with the mean value only, the Incremental

SSL works better with the pre-processed MNIST. However, be aware of its
variance, the pre-processed MNIST is extremely unstable when only one label
is given for each class. Therefore, in terms of the effect of data representations,
we should also pay attention to the variance of predictive accuracy.

labeled data, it progressively outperform other semi-supervised

learning methods.

V. CONCLUSIONS

Because there are many difficulties in completely marking

data in practical applications, learning from a data set with

small number of labeled data has important practical and

theoretical extremes.

This paper is the follow-up work of our previous work[11],

which could not work when there are only unlabeled

data. By analysing the objective function of Bayesian

multiclassifier[12], we know it has the form 〈Q, log(P )〉,
which corresponds to the objective function used to define

the Fenchel function of the LogSumExp. For this optimiza-

tion problem, we find that this corresponds to the constraint

function with LogSumExp as the objective function, and the

term related to Q corresponds to the equation constraint part.

Thus, we derive the LogSumExp framework for unlabeled

data processing. The Bayesian multi-classifier use the product

operator connection parameter w and the input feature data x,

we take this for input of the LogSumExp and keep the labeled

data intact, which is an instance of applying the LogSumExp

framework to the semi-supervised learning; If we take the L2

distance as the input of the LogSumExp, which is the classical

unsupervised learning method k-means.
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Fig. 1: The Effect of Different Data Representation

TABLE I: Performance of various multi-classification schemes on the MNIST dataset with different data representations

MNIST(raw)
SSL method Bayes Classifier Incremental SSL k-means SSL LogSumExp SSL

Prediction 1 27.45± 4.02 25.49± 4.56 36.13± 8.67 16.44± 3.99
Accuracy 2 38.55± 4.71 38.34± 4.90 47.92± 6.33 32.12± 5.92

with 4 50.34± 3.76 49.74± 4.18 58.67± 4.66 44.34± 4.11
Different 8 63.41± 2.13 62.59± 2.41 68.33± 2.12 70.39± 2.61
Labels 16 73.29± 2.30 72.08± 2.88 75.63± 2.03 76.72± 1.84

per Class 32 80.72± 1.15 79.96± 1.41 81.50± 1.01 82.28± 0.84
Training time(s) 0.02 3.73 10.29 4.64

MNIST pre-prested with PCA-RBF
SSL method Bayes classifier Incremental SSL k-means SSL LogSumExp SSL

Prediction 1 20.22± 3.45 26.60± 8.27 33.59± 8.02 10.71± 1.61
Accuracy 2 34.42± 5.56 39.49± 6.34 48.42± 6.93 18.72± 3.92

with 4 46.57± 5.52 50.76± 5.26 58.81± 7.96 38.02± 5.62
Different 8 64.41± 2.75 65.26± 3.56 69.52± 3.02 60.56± 3.74
Labels 16 76.39± 1.31 75.93± 2.15 77.22± 2.08 75.94± 2.62

per Class 32 82.48± 1.05 83.61± 0.77 83.34± 1.00 83.63± 0.65
Training time(s) 0.04 15.82 29.00 17.15
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Fig. 2: The effect of Different Class Numbers
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TABLE II: Performance of various multi-classifcation schemes on the COIL dataset with different class numbers

COIL-20
SSL Method Bayes Classifier Incremental SSL k-means SSL LogSumExp SSL

Prediction 1 33.64± 2.89 37.98± 6.12 36.30± 6.72 19.00± 3.99
Accuracy 2 50.09± 4.98 54.48± 5.27 55.14± 3.87 39.14± 5.07

with 4 67.52± 5.43 67.66± 4.99 71.82± 3.00 61.23± 6.23
Different 8 80.50± 3.58 81.59± 3.69 81.61± 2.93 81.16± 3.22
Labels 16 91.64± 2.31 90.30± 1.80 92.52± 1.88 92.75± 1.49

per Class 32 96.02± 1.56 96.55± 1.22 97.02± 1.00 97.09± 1.05
Training time(s) 0.12 0.57 1.04 0.59

COIL-100
SSL method Bayes classifier Incremental SSL k-means SSL LogSumExp SSL

Prediction 1 28.18± 1.96 28.60± 1.42 26.83± 1.28 14.74± 0.92
Accuracy 2 42.03± 1.20 41.35± 0.91 39.80± 2.12 26.69± 2.09

with 4 54.55± 1.43 55.24± 1.44 54.14± 1.57 48.27± 1.09
Different 8 69.16± 1.23 67.57± 1.37 68.36± 1.18 67.23± 2.17
Labels 16 79.99± 1.34 79.10± 0.69 80.16± 1.07 79.48± 1.19

per Class 32 86.99± 0.73 87.79± 0.99 87.37± 0.67 88.07± 1.08
Training time(s) 2.42 11.62 25.87 11.51
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