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Abstract—With the adoption of Learning Management Systems (LMSs) in educational institutions, a lot of data has become available

describing students’ online behavior. Many researchers have used these data to predict student performance. This has led to a rather

diverse set of findings, possibly related to the diversity in courses and predictor variables extracted from the LMS, which makes it hard

to draw general conclusions about the mechanisms underlying student performance. We first provide an overview of the theoretical

arguments used in learning analytics research and the typical predictors that have been used in recent studies. We then analyze

17 blended courses with 4,989 students in a single institution using Moodle LMS, in which we predict student performance from LMS

predictor variables as used in the literature and from in-between assessment grades, using both multi-level and standard regressions.

Our analyses show that the results of predictive modeling, notwithstanding the fact that they are collected within a single institution,

strongly vary across courses. Thus, the portability of the prediction models across courses is low. In addition, we show that for the

purpose of early intervention or when in-between assessment grades are taken into account, LMS data are of little (additional) value.

We outline the implications of our findings and emphasize the need to include more specific theoretical argumentation and additional

data sources other than just the LMS data.

Index Terms—Learning analytics, learning management systems, portability, predictive modeling, student performance

Ç

1 INTRODUCTION

THE emergence of information and communications tech-
nologies (ICT) into higher education has significantly

changed the way in which teachers teach and students
learn. Using the internet to provide content has opened up
the possibility to transform face-to-face courses into courses
in which a significant amount of (blended courses) or all
information (online courses) is delivered and accessible
online [1]. A vast majority of institutions use the internet in
teaching, often through Learning Management Systems
(LMSs), also known as Virtual Learning Environments
(VLEs) [2]. LMSs can support student learning by providing
content online, and by allowing for additional components
such as quizzes, presentations and screencasts, assignments,
and forums [3]. Additionally, LMSs allow teachers to pro-
vide and manage these resources in a relatively easy and
integrated way.

As every action in an LMS is monitored and stored,
insight can be gained into students’ online behavior, which

in turn can be used to improve learning and teaching. The
analysis of LMS data is often referred to as learning analyt-
ics [4], defined as “the measurement, collection, analysis
and reporting of data about learners and their context, for
purposes of understanding and optimizing learning and the
environments in which it occurs” [5]. Much research in the
field of learning analytics has used LMS data for predictive
modeling of student performance to predict students’
grades and to predict which students are at risk of failing a
course [6], [7], [8]. This is an important step in learning ana-
lytics, as it informs the implementation of interventions,
such as personalized feedback.

Studies predicting student success in offline education
have typically collected measurements using validated
questionnaires, interviews, and observational techniques,
with relevant theoretical concepts in mind so that the mea-
surement can be geared towards the concepts that the
researcher thinks need to be measured. The use of LMSs
allows for tracing and analyzing students’ online behavior
without the necessity of time-consuming data-collection.
However, LMSs provide raw log data that are not concrete
measurements of previously outlined theoretical concepts.
It is therefore important to understand whether and how
these data can be used for learning analytics. Recent studies
show a wide variety in the analytical usage of LMS data: dif-
ferent kinds of analytical methods and predictors are used,
often without explicit mention of the theoretical argumenta-
tion behind them [9]. Moreover, many studies analyze LMS
data of one or a few institutions, for one or only a few
courses, or describe special cases (e.g., courses using tailor-
made e-tutorial packages). This makes it hard to compare
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the different studies and draw general conclusions about
the ways in which to use LMS data for predictive modeling.

Moreover, the question is whether there actually is a sin-
gle best way to predict student performance across a diverse
set of courses. Studies that have used similar methods and
predictors have nonetheless found different results in the
correlational analyses and prediction models. Even within
one institution using the same LMS, differences have been
found in the prediction models of nine blended courses [10].
Thus, the effects of LMS behavior on student performance
might differ per institution or even per course. Indeed, a
study using 29 courses (204 offerings, 352 unique students),
has found that the variance in students’ performance (final
grade), was accounted for by individual differences (18 per-
cent) as well as course offerings (22 percent) [11]. Hence, the
so-called “portability” of prediction models across courses
might not be that high, even though it might still be that pre-
dictionmodels can be successfully used in single courses.

In addition, most studies focus on predicting student
performance after a course has finished, establishing how
well student performance could have been predicted with
LMS usage data, but at a point in time where the findings
cannot be used for timely intervention anymore [12]. As
LMS data provide information during the whole course, it
seems useful to determine whether data from only the first
weeks of a course are enough for accurate prediction of stu-
dent performance [13].

In the current study, we add to the analysis of the porta-
bility of prediction models and the accuracy of timely pre-
diction. First, we provide an overview of the theoretical
arguments used in learning analytics and the predictors
that have been used in recent studies. The predictive value
of these predictors will be examined in 17 blended, under-
graduate courses taught at the same institution (Eindhoven
University of Technology). This allows us to establish effects
of different types and degrees of LMS usage while control-
ling at least to some extent for contextual effects. Further-
more, the portability of the prediction models across the 17
courses, i.e., the effect of course, is analyzed. For this we
replicate the study of Ga�sevi�c et al. [10] within another insti-
tution with a larger sample of more similar courses. More-
over, to ensure comparability of findings, we only use
predictors that are available for all courses (cf. [10]). In addi-
tion, we analyze whether it is possible to identify students
at-risk early on in a course, and to what extent these models
can be used to generate targeted interventions.

2 GROUNDING LEARNING ANALYTICS IN THEORY

Most studies on learning analytics are largely data-driven
and not explicitly based on theory [14]. However, the exten-
sive literature on offline and online learning can be used to
better ground learning analytics in theoretical arguments
[15]. This would for instance provide better motivation for
methodological choices, such as which predictor variables
should be extracted and created from the raw LMS log data,
or how analytical results could be interpreted. Thus far, few
studies on learning analytics have explicitly connected theo-
retical arguments to the selection of prediction variables [9].
For example, the interaction theory of Moore [16] has been
used to extract variables from the LMS in e.g., [11], [17].
Others have used the theory of self-regulated learning [10].

Recently, this issue has received more attention, partly due
to a special section in the Journal of Learning Analytics in
2015 [18], with several papers focusing on the grounding of
learning analytics in theoretical argumentation. Others
grounded their study in the constructivist theory of learning
and self-regulated learning [10].

Constructivist theorists argue that learning is a process of
actively constructing rather than acquiring knowledge [19].
Additionally, instruction is a process of supporting this con-
struction rather than just communicating it. LMSs can
enhance knowledge construction, as they facilitate flexible
course delivery and integrate multiple learning resources.
This results in greater flexibility and control over the learning
process [20], [21], which can also support self-regulated learn-
ing. Self-regulated learners first prepare their learning by clar-
ifying a task, generating goals, and adopting a plan for
reaching those goals. They then carry out their plan and con-
struct new information [22]. These two stages are affected by
internal and external factors, also called task conditions and
cognitive conditions, respectively [23]. Task conditions
include resources, instructional cues, available time, and
social context. Cognitive conditions consist of beliefs, disposi-
tions, motivational factors, domain knowledge, task knowl-
edge, and knowledge about study tactics and strategies.

These theories are useful to explain differences in
students’ behavior between individuals and tasks (or
courses), which lead to different performances across stu-
dents and courses. However, the match between these theo-
ries and the measurements used for learning analytics is not
optimal and other theories such as situated learning [24] or
connectivism may be necessary as well. Therefore, in the
current study we also consider past research on predicting
student performance in traditional offline, blended, and
fully online courses to guide our design.

3 PREVIOUS RESEARCH

3.1 Studies Predicting Student Performance

Most studies on learning analytics focus on predicting stu-
dent performance, often quantified by final grade or by
whether the student has passed a course or not. Data used
for predictive modeling can come from different sources
such as student characteristics, including their dispositions
and demographics, but in recent years most often data from
LMSs have been used [13], [25]. Studies analyzing LMS data
show a wide variety in types of LMS used, courses exam-
ined (blended or fully online), and predictive analytical
techniques that have been used. Most studies analyze few
courses and the choice of predictor variables varies consid-
erably across studies, which makes it hard to compare the
different studies and draw general conclusions about the
best and most stable predictors of student performance.

Rafaeli and Ravid [26] were among the first to use LMS
data for learning analytics. They evaluated the implemen-
tation of an LMS, based on the usage of the online environ-
ment and performance in the course. Data from 178
students in three blended classes were analyzed. Students
who were inexperienced in using online systems tended to
stick to a page-by-page reading order, whereas more expe-
rienced students adopted a much more non-linear style.
Linear regression analysis showed that 22 percent of the
variance in final grades could be explained by the amount
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of pages read and the grades for online questions posed
during the course. Likewise, Morris, Finnegan, and Wu
[27] found that the number of content pages viewed was a
significant predictor in three fully online courses in eCore
with 354 students. Contrary to Rafaeli and Ravid [26] they
used a total of eight duration and frequency variables, and
no in-between measurements of performance. Multiple
regression analyses with these predictors on final grade of
the 284 completers showed that 31 percent of the variance
in final grade was accounted for by the number of discus-
sion posts and content pages viewed, and the time spent
on viewing discussion posts. Moreover, they found that
withdrawers had a significantly lower frequency of activi-
ties and less time spent online, compared to completers.
Macfadyen and Dawson [28] also found that the amount of
links and files viewed had a positive correlation with final
grade. However, these variables did not turn out to be sig-
nificant predictors in their final model. As in [27], a fully
online course was analyzed, but using another LMS: Black-
board. Multiple regression analyses showed that 33 percent
of the variance in final grade of 118 completers could be
explained by the total number of discussion messages
posted, mail messages sent, and assessments completed.
Classification resulted in an accuracy of 74 percent, where
38 out of 63 students who failed were accurately predicted
as at risk, and 49 out of 65 successful students could be
accurately predicted as not at risk.

Discussion forum posts was the only predictor in both
final prediction models of [27] and [28]. The usage of the
discussion forum was important for predicting student per-
formance in several other studies as well. In an analysis of
discussion forum usage in Blackboard in a course of 1,026
students, Dawson et al. [29] found a significant effect of dis-
cussion forum usage on final grade. Students who made at
least one post in the forum scored 8 percent higher on aver-
age than students who had posted nothing at all. However,
Nandi et al. [30] did not obtain a significant effect of forum
usage on student performance, with data from 645 students
using Blackboard in two courses. They did find a trend
that high-achieving students participated more in the
forum than other students. However, only 40 percent of the
students participated, indicating that the forum may be a
more useful predictor when it is used by a high proportion
of the students.

Other researchers using Moodle LMS in blended courses
found that discussion posts and the amount of communica-
tion between peers were also significantly correlated with
final grade. Yu and Jo [31] analyzed data of 84 students and
tested six variables: total log in frequency, total time online,
regularity of study interval, number of downloads, amount
of communication with peers, and amount of communica-
tion with the instructor. Total time online and interaction
with peers correlated significantly with final grade, and all
predictor variables combined accounted for 34 percent of
the variance in final grade. Using the same LMS with 134
students in one course, Zacharis [32] analyzed 29 variables,
14 of which correlated significantly with final grade. Total
time online and the amount of files and links viewed signifi-
cantly correlated with final grade, but as in Macfadyen and
Dawson [28], these were not retained in the final model for
predicting student performance. Only three predictors were

included, explaining 52 percent of the variance in the final
grades: number of files viewed, and two broader variables
measuring various interactions and contributions to con-
tent. Classification resulted in an overall accuracy of 81 per-
cent: 30 out of 43 students who failed were predicted
correctly, and 79 out of 91 students who passed.

The overview above reveals a wide variety in the studies
on LMS data. Especially the predictor variables that are being
used show a great diversity, which can be explained by the
fact that not all researchers have access to all variables in the
LMS. Also, different courses and institutions may use differ-
ent tools in the LMS. This incomplete availability and access
to data may also explain why these studies are largely data-
driven [14]. One exception is the usage of the classification of
communication or interactions in learning processes to extract
variables from the LMS log data. Moore [16] distinguished
three different types of interactions: student-student, student-
teacher, and student-content interactions.

Agudo-Peregrina et al. [17] have used these types of inter-
action in their model for analyzing Moodle data. The LMS
data were classified based on types of interaction, frequency
of use, and passive or active participation. The classification
was tested on data of two blended and six fully online courses,
with 20 to 30 students per course. Student-student and stu-
dent-teacher interactionswere found to be significant positive
predictors of final course grades in the fully online courses,
but not in the blended courses. In both the blended and fully
online courses, student-system and student-content interac-
tionswere not found to be significant predictors.

Joksimovi�c et al. [11] found that the amount of student-stu-
dent interactions had a significant effect in core and elective
courses, but not in prerequisite courses for entering amasters’
program. Time spent on student-course interactions was in
fact negatively related with final course grade in the core
courses. Thus, even when theoretical arguments provide
guidance and lead to similar kinds of predictors across stud-
ies, inconsistencies in terms of the effect sizes and the direc-
tion of the effects have nevertheless been found. In fact, it was
shown in [33] that merely employing different calculations of
the predictors may have strong effects on the findings. Using
ten courses in Moodle and 15 different methods of estimating
time on task, resulted in substantial differences in the predic-
tionmodels of the same courses.

3.1.1 The Inconsistency of Findings

Although it is tempting to argue that differences in the find-
ings can be explained by the different predictors being
used, even when similar predictor variables have been
used, the results are not always robust. Despite the different
predictor variables used, a reasonable amount of variance
in final grade could be explained, ranging from 22 percent
[26], 31 percent [27], 33 percent [28], 34 percent [31], to even
52 percent [32]. However, recently Tempelaar et al. [13]
found that the amount of clicks in Blackboard of 873 stu-
dents in two blended courses could only explain a marginal
4 percent of the variance in final exam performance.

Another explanation for the different outcomes could be
that studies describe specific cases (such as courses using
tailor-made e-tutorial packages), so that it is unclear
whether the outcomes apply in general, or to a specific insti-
tution, course, or group of students only. One exception is a
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large-scale study on 2,674 Blackboard courses with 91,284
students and 40 Moodle courses with 1,515 students [34]. A
positive correlation was found between number of clicks
and final grade in both LMSs. Only this single correlational
analysis was conducted, so no general conclusions could be
drawn on other prediction variables.

It therefore remains unclear how, in general, LMS data
can be used for predictive modeling. Actually, the results
bring up the question whether there is one general set of
variables for predicting student performance: can the same
models be used in multiple courses and institutions, or are
online courses (and perhaps also students and institutions)
so diverse that they each need their own prediction model?
This issue is often referred to as the portability of the predic-
tion models [10], [35]. Given the current results in the litera-
ture, we feel that research into the portability of prediction
models is a crucial next step.

3.1.2 Portability of Models Predicting Student

Performance

The issue of the portability of the predictionmodels has been
recognized at least from 2011, when the Open Academic
Analytics Initiative (OAAI) was initiated. The objective of
the OAAI is to advance the field of learning analytics by
exploring the challenges in scaling learning analytics across
all higher education institutions [35]. The first two sub goals
of this initiative specifically focus on the scaling of prediction
models and on developing an open sourcemodel for predict-
ing student success [36]. Laur�ıa et al. [36] have tested the por-
tability of a prediction model for final grade between two
institutions: Purdue University and Marist College (n ¼
18,968 and n ¼ 27,276, respectively). Although these institu-
tions differ in institutional type, size, approaches, and type
of LMS (Blackboard versus Sakai), correlational analysis and
prediction models for final grade revealed similarities [36].
All variables analyzed (number of sessions, number of con-
tent views, number of discussions read, number of discus-
sions posted, number of assignments submitted, and
number of assessments submitted) correlated significantly
with final grade in both institutions and had a similar effect
size. A follow-up study found that the prediction model
used at Marist College for classifying students as pass or fail,
had a 10 percent lower accuracy when applied to data from
three partner institutions [35]. The authors argued that the
portability of prediction models for student performance
might be higher than expected.

However, Ga�sevi�c et al. [10] found that the portability
across courses in anAustralian universitywas not that high at
all. They compared prediction models of nine first-year
courses with a total of 4,134 students. The predictor variables
consisted of the number of actions in the different modules in
Moodle, with courses differing in the modules that they used.
The analysis controlled for student and program characteris-
tics: age, gender, domestic versus international student, full
versus part time program, and first course versus later course.
The multiple linear regression models for all courses sepa-
rately differed from each other and from the generalized
model that included all courses. The authors argued that ana-
lyzing the whole sample may underestimate or overestimate
the effects of the predictors, and that it may not be a good idea

to use a single model for multiple courses, thus questioning
the portability of themodels between courses.

These contradicting results show that there is a need for
further studies that enlarge the empirical base of the issue
of portability of prediction models. The differences in the
prediction models of [10] may be explained by the fact that
the courses differed in type and learning design. Different
modules were used in the courses, which resulted in differ-
ent predictors. Moreover, different learning designs associ-
ated with different available activities in an LMS have been
found to result in a difference in LMS usage [37]. For exam-
ple, courses focusing primarily on assimilative activities,
such as reading course specific information or watching lec-
tures, were associated with lower course completion rates
[37]. Hence, in the current study we compare the portability
of the prediction models of 17 courses in Moodle LMS with
a similar learning design. As the courses are all from a tech-
nical university, they are quite similar in type. Moreover,
similar modules are used in Moodle and a set of predictor
variables is used that is available in all courses.

3.2 Studies Investigating Early Predictors of Study
Performance

Most studies that have tried to predict student performance
analyzed the behavior of students in the LMS during the
entire course. This allows for inferring study success from
LMS data, but at a point in time where interventions are no
longer meaningful [12]. Some researchers have acknowl-
edged this issue and decided to analyze potentially predic-
tive data from early stages in a course.

For instance, Milne et al. [38] have analyzed LMS data of
the firstweek of a course for 658 students in 9 blended courses.
They found that LMS usage in the first week of the coursewas
significantly higher for successful students than for students
who failed the course. Hu et al. [39] predicted student perfor-
mance of 300 students at three points in time during a course.
In total 14 LMS variableswere grouped for the first four, eight,
and thirteen weeks of the course. They found that prediction
accuracy increased as the course progressed.

Schell et al. [40] have also found that prediction accuracy
increases over time. Their results showed that 29 percent of
the variance in final grades of 89 students in a blended
course was explained by the entry test. Explained variance
increased to 34 percent when self-efficacy was included.
The addition of midterm grades over time led to a substan-
tial increase in prediction (partly because midterm scores
were a significant part of students’ final grades), and to a
decrease in the predictive power of self-efficacy. Tempelaar
et al. [13] also found that the prediction accuracy increases
over time and that performance data are especially impor-
tant. The number of clicks in the week before the course had
started was found to have the highest predictive power. As
the course progressed, the prediction of student perfor-
mance gradually improved. Data from interim assessments
were shown to be the best predictor. Indeed, a notable
improvement in predictive power was found in the week
where the first assessment data became available. The
authors therefore argued that the best time to predict stu-
dent performance is as soon as possible after the first assess-
ment, as this would be the best compromise between early
feedback and sufficient predictive power.
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In line with these studies, we also analyze how the pre-
diction accuracy of student performance improves as the
course progresses. Contrary to Tempelaar et al. [13], we con-
sider a less specific online environment (largely using stan-
dard modules in Moodle LMS) with a more homogeneous
set of students, with the hope to be able to draw more gen-
eral conclusions this way. LMS data and assessment data
are used to examine how the prediction changes over time,
whether using only LMS data may be of use for timely inter-
vention, and how the effectiveness of predictions changes
after the assessment data has become available.

4 METHOD

4.1 Participants

Data about students’ online behavior were collected from
blended courses using Moodle LMS taught in the first two
quarters (fall and winter) of cohort 2014-2015 at Eindhoven
University of Technology (TU/e). In this period, 42 courses
used Moodle LMS. These were mostly courses for first year
students. Data were used from courses in which at least
75 students had participated, resulting in a sample of
17 courses. Students who did not take the final exam, or
who did not take the final exam for the first time directly
after the lecture period, were excluded from the analyses. In
total 1,072 students were excluded (M ¼ 63, SD ¼ 103 per
course). The final sample included 4,989 students in 17
courses, ranging from 62 to 1,121 students per course (M ¼
293, SD ¼ 324). As students could enroll for multiple
courses, the sample consisted of 2,913 unique students;
1,445 students who were enrolled in one course, 1,121 stu-
dents in two courses, 143 students in three courses, 147 in
four courses, and 57 in five courses. An overview of the
courses used and the instructional conditions and course
designs can be found in Table 1.

Of the 17 courses, nine courseswere taught in the fall quar-
ter from September 1st to November 9th, 2014, and eight
courses were taught in the winter quarter from the 10th of

November, 2014 to the 1st of February, 2015. All courses con-
sisted of eight weeks of course work and two weeks of final
exams. LMS log data was collected over these ten weeks, as
well as the week before the start of the lectures (week 0), and
was grouped per week. The winter quarter included data
from the two-week Christmas break, as this was part of the
lecture period, bringing the total to 13 weeks of LMS data
(week 0, 8 lectureweeks, 2 breakweeks, and 2 examweeks).

Fifteen courses were undergraduate courses, and two
were prerequisite courses for entering the graduate pro-
grams (pre M). Most of the undergraduate courses were
first-year courses, but also three second-year and one third-
year course were included. The courses varied from basic
courses that every undergraduate student at TU/e has to
take, to specific courses in the fields of mathematics, phys-
ics, statistics, and psychology. The courses were blended, as
next to three to six hours of face-to-face lectures and instruc-
tions a significant amount of information was accessible
online via Moodle. According to the classification of
blended courses made by [41], most of the courses can be
classified as sharing or submission courses as Moodle was
mostly used for sharing resources and providing quizzes
and assignments. One course, course 15, can also be consid-
ered a communication or collaboration course, as the course
included peer-reviewed assignments. Course 10 could also
be considered a delivery or discussion course, as in this
course used a wiki and used the discussion forum more
extensively. However, apart from these two courses, the
courses were quite similar in how they implemented
blended learning.

Next to LMS data, assessment data were collected, which
consisted of in-between assessment grades, the final exam
grade, and the overall course grade. All grades are on a 0 to 10
scale, where grades < 5.5 imply a student does not pass a
course and grades � 5.5 represent a pass. The weight and
the type of the assessments differed per course. In-
between assessments included midterms, quizzes, reports,

TABLE 1
Course Characteristics
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assignments, and homework. Some of these assessmentswere
online and logged in the Moodle LMS, while other assess-
ments were offline and handed-in on paper or via other sys-
tems. Contrary to most previous work, final exam grade was
used as the outcome variable instead of final course grade, as
in-between assessments are part of the final course grade in 16
of the 17 courses. A binary outcome variable was computed
with grade� 5.5 coded as pass (1), and grade< 5.5 as fail (0).

4.2 Data Pre-Processing

The rawMoodle log datawere pre-processedusing R to create
predictor variables. We used predictor variables that were
available in the current data set from the Moodle LMS and
that have been found to be relatively robust predictors in pre-
vious (also offline) research, or have been used in previous
studies analyzing LMS data. An overview of all predictor var-
iables and some descriptive statistics are shown in Table 2.

Past performance, entry tests and in-between assess-
ments have been shown to be among the most robust and
important predictors of student success [15], [42]. Therefore,
we used in-between assessment data (available for 16
courses) as a predictor variable, and expect that it has a
high predictive value for the final exam grade. The amount,
weight, and type of in-between assessments differed among
the sixteen courses (see Table 1); hence for tractability the
average grade of all in-between assessments per course was
used. As most in-between assessments took place in week 4
or 5, we have analyzed the data assuming that grades
would be available at the end of week 5. Because past per-
formance does not explain all variability in student perfor-
mance [47] and is not always available, we also included 22
variables extracted from the LMS log data.

Four basic predictors per course were extracted from the
log data, based on the total online participation. When a stu-
dent spends more time online or clicks more this could be

associated with a higher grade, as this is expected to be an
indicator of higher motivation (i.e., effort, persistence).
Motivation has been shown to be a robust predictor for stu-
dent performance [48], [49]. Moreover, face-to-face class
attendance has been shown to be significantly positively
correlated with exam scores [42], [50], [51]. Hence, we pro-
pose that ‘online attendance’ may also be related to higher
grades. We therefore used the following basic predictors:
the total amount of clicks, the number of online sessions,
the total time online, and the total amount of views. These
are some of the most frequently used predictors in the litera-
ture. A session was defined similarly as in Zacharis [32], as
the sequence of behavior from the first click after the login
to Moodle until the last click before logging out, or the last
click before staying inactive for at least 40 minutes. Each
session consisted of at least two clicks. The time between
the first and the last click of a session was used to compute
the total time online. As the strategy used to calculate the
time online can influence the final prediction model [33],
also count measures (such as the total amount of clicks)
were calculated to limit the effect of the current strategy on
the final prediction models.

Next to these basic predictors, more complex predictors
related to study patterns were included, as previous stud-
ies have shown that the regularity of studying also influen-
ces the final grade. For example, a meta-analysis has
shown that procrastination has a moderate negative effect
on performance, and time management has a moderate
positive effect [15]. Similarly, a small case study (n ¼ 46)
found regularly and consistently accessing online resources
resulted in a higher performance compared with frequent
access at a late stage [52]. Despite this, previous studies
only included regularity of study time (SD of time per ses-
sion) and average time per session to predict student per-
formance. Therefore, we included more study pattern
predictors: the irregularity of study interval (SD of time

TABLE 2
Predictor Variables Used for Prediction

Predictor Used in N M SD

Total number of clicks [13], [17], [34], [37], [42] 4,989 605 630
Number of online sessions [10], [18], [29], [31], [32], [33], [35], [36], [39], [43], [44] 4,989 30.3 21.2
Total time online (min) [13], [28], [31], [32], [37], [39] 4,989 815 678
Number of course page views [32], [33] 4,989 208 144
Irregularity of study time [31], [42], [43] 4,989 1,926 993
Irregularity of study interval 4,989 309,000 252,000
Largest period of inactivity (min) 4,989 20,500 13,100
Time until first activity (min) 4,989 17,167 11,250
Average time per session (min) [29], [39] 4,989 27.2 910
Number of resources viewed [10], [32], [33] 2,277 7.38 14.2
Numbers of links viewed [28], [32] 4,037 7.81 17.0
Number of content page views [10], [26], [27], [33], [35], [36], [42] 4,989 84.6 80.5
Number of discussion posts views [27], [28], [30], [32], [33], [36], [45] 4,989 1.92 7.36
Total number of discussion posts [18], [28], [30], [32], [36], [43] 2,831 0.06 0.46
Number of quizzes started [28], [32], [33], [36] 2,256 22.4 11.9
Number of attempts per quiz 4,927 1.02 0.28
Number of quizzes passed [28], [32] 4,927 9.43 6.91
Number of quiz views [32], [33] 4,927 110 80.3
Number of assignments submitted [28], [32], [33], [36], [39] 774 1.95 1.36
Number of assign. (submission) views [28], [32], [33] 2,665 3.79 7.76
Number of wiki edits [32] 136 68.0 61.7
Number of wiki views [32] 4,989 0.38 1.04
Average assessment grade [13], [26], [35], [40] 4,913 6.78 1.96
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between sessions), the largest period of inactivity, and the
time until first activity.

Finally, several other variables were computed that relate
to the usage of different modules available in Moodle. These
variables were not available for all courses, as not all
courses used the same modules in Moodle. If a module was
not used in a course, the values were coded as missings to
exclude them from analyses. Predictors were included from
the Moodle modules: resource, URL, page, forum, quiz,
scorm, assignment, workshop, and wiki. Some modules
that were used in previous literature, such as mail [28], [32],
chat [10], [28], [32], [33], or blog [32] were not used in any of
the courses and therefore excluded. Some features within
modules that were used in previous literature, such as
upload photo to profile [43], use of ‘map’ tool [10], [33], or
announcements [28] were not or only rarely used in our
courses and therefore excluded as well.

First, predictors were included about the use of content.
This includes the amount of additional resources viewed
(available in eight courses), the amount of external links
clicked (available in ten courses), and the amount of content
pages viewed (available in all courses).

Second, predictors from the forum and wiki (available in
all courses) were used. As the forum was only rarely used
(see Tables 1 and 2), only the amounts of forum posts and
forum views were included and we did not further catego-
rize the posts, e.g., into interactions as done in [11], [17],
[53]. For the wiki module the amount of wiki views and
edits were used. Participation in the forum or wiki, espe-
cially active participation such as editing and posting, is
thought to be related to more active learning, which
requires more effort and results in higher performance [54].

Third, the amount of quizzes started, the average amount
of attempts per quiz, the amount of quizzes passed, and the
amount of quizzes viewed were extracted (available in 16
courses) as these generate feedback, with potentially strong
positive effects on performance [55], [56]. For the quizzes,
data from the Moodle modules “quiz” and “scorm” were
combined, as both can provide quizzes; the former in Moo-
dle itself, the latter through an external source whose output
has been integrated into Moodle.

Lastly, the amount of assignments submitted and assign-
ment submission views were extracted (available in eight
courses). For the assignments, the Moodle modules
“assignment” and “workshop” were combined, as both pro-
vide the ability to upload an assignment, with the workshop
module having the extra option of peer review. Participa-
tion in the assignments and the quizzes is also expected to
reflect more active learning.

4.3 Data Analysis

After data pre-processing, all analyses were run with Stata
14. First, a correlation analysis was conducted for all predic-
tor variables with final exam grade, per course and for all
courses combined. To measure the portability of the predic-
tion models, both multi-variate analyses and ordinary least
squares regressions were used. As the variables are mea-
sured at different levels of hierarchy, i.e., both course level
(courseid) and student level (all predictor variables), multi-
level analyses were used with crossed random effects
(course and individual student). Ordinary least squares

regressions were run per course to determine to what extent
the effects of the predictors differ per course.

To determine the predictability of the models for each
course, multiple linear regressions were conducted for each
course separately, using stepwise backward elimination.
The criterion for exclusion in each step was p > 0.2 for the
courses separately and p > 0.05 for all courses combined. As
the assumption of homoscedasticity was often not met,
robust standard errors were used.

To determine the predictability of the models over time,
regressions were run using the data available at the end of
every week during the course, to analyze to what extent the
(accuracy of the) prediction changed over time. For brevity,
we do not report the separate regression for every course
for every week. As only a few predictors are included, we
report standard linear and logistic regressions, using stu-
dent clustered standard errors, with courses coded as dum-
mies and interactions effects for each course with the mean
and deviances from the mean within courses instead of
multi-level analysis, as this makes the results easier to inter-
pret. Robustness of all models was checked with 10-fold
cross-validation, using the function “crossfold” [57].

Although most previous studies report how well the
regression or classification model performed in terms of
(pseudo) R-squared values, this is not always a very insight-
ful metric. When grades are predicted, it is useful to know
how much the predictions deviate from the true value, on
average, or how much better the classification accuracy is
than a baseline model (such as a model just predicting that
everyone will pass). Such accuracy measures give more
insight into whether the model could be used for automated
assessment. For this reason, we decided to calculate such fit
statistics as well.

5 RESULTS

First, we discuss the results regarding the portability of the
prediction models. We then report the findings on the accu-
racy of the prediction of student performance using LMS
data, by discussing the regressions on all courses separately.
Finally, we show regression analyses on the LMS data as
they become available on a week-by-week basis, to deter-
mine whether early intervention may be a reasonable
possibility.

5.1 Portability of Prediction Models

Pearson correlation analyses for all courses combined
showed that 21 of the 23 predictor variables had a statisti-
cally significant correlation with final exam grade (see
Table 3). Exceptions were irregularity of study time and
number of discussion posts. In-between assessment grade
had a large effect size (r ¼ .54, p < :001), and the number of
wiki views a moderate effect size (r ¼ .43, p <:001). All
other variables had an effect size below .30. The correlations
between the predictor variables and final exam grade for all
courses separately showed mixed results. Only midterm
grade correlated significantly with final exam grade for all
courses (in which it was available). The number of online
sessions, the number of resources viewed, the number of
quizzes started, and the number of quizzes passed repre-
sented significant correlations for at least 75 percent of the
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courses. These variables are the most stable predictors in
our sample. Most other predictor variables correlated signif-
icantly for 30 percent to 60 percent of the courses. Discus-
sion forum and wiki usage had the lowest percentage of
significant correlations with final exam grade.

Thus, the predictor variables did not correlate signifi-
cantly for all courses, and some of the variables showed sig-
nificant and substantial differences in effect sizes and even
the direction of the correlation across courses. This suggests
that the effects of these variables as predictors in a multivar-
iate analysis may also differ across courses.

To determine to what extent the effects of the predictors
differed across courses, ordinary least squares regression
were run on all courses with courses coded as dummies and
interaction effects for each course with the other predictors,
using student clustered standard errors. All nine basic and
study pattern predictors varied significantly and substan-
tially with the course (all p0s <:01). However, running stan-
dard regressions is an obvious simplification of the true
structure of the data. Because some students followed multi-
ple courses, the cases do not represent unique students.
Moreover, the data are obviously clustered by course. To
take this hierarchical structure into account, we ran multi-
level regressions with final exam grade as our target variable
and crossed random effects for course and student. The anal-
ysis showed that 8 percent of the variance resided at the
course level and 48 percent at the student level. This indi-
cates that we cannot simply ignore the clustering at the stu-
dent level and the course level, but also that the larger part of
the variance can be found at the student level, which may
make it easier to find portable results across courses.

The hierarchical structure of the data allows for two types
of effects at the student level, i.e., an effect within a course
between students or within students across courses. For
example, a student may get a higher grade in courses where

he or she shows more online activity (a within-student
effect), or higher gradesmay be achieved in courses in which
students show more online activity (a between-students
effect). Therefore, multi-level analyses for each predictor
were run with the mean and deviance from the mean for
each predictor (allowing distinguishing within and between
student effects), dummies for all courses, and random inter-
cepts for students. We found that the total number of clicks,
the number of online sessions, the total time online, the total
number of views, the irregularity of study time, and the in-
between assessment grade had a significant positive effect
on final exam grade both within and between students (all
p0s <:001). The time until first activity had a significant nega-
tive effect on final exam grade within and between students
(all p0s < :05). The irregularity of study interval had a signifi-
cant negative effect on final grade between students
(p <:001). Largest period of inactivity and average time per
session did not have significant effects both between and
within students. In general, these results show that it may be
useful to not only compare students with their peers, but
alsowith their own behavior in other courses.

Combined, these results show that aggregating the LMS
data of all courses into a single analysis without using a large
number of interaction effects would be a gross oversimplifica-
tion: only a small subset of the variables has consistent effects
across courses. Hence, the portability of the predictionmodels
for final exam grade using LMS variables across these courses
is low. On the other hand, the results also show that final
grade is to a large extent an individual characteristic, with
effects within and between students. This suggests that it may
be possible to capture this individual variance through LMS
characteristics, for example by including LMS data of the
same student in other courses. In addition, it may still be use-
ful to analyze the LMSdata for courses separately, to get addi-
tional insight into this specific course.

TABLE 3
Correlations between Dependent Variable Final Exam Grade and Independent Variables for All Courses

Course

All 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Total number of clicks .04�� .16��� .01 .03 .11 .05 .10 �.16 .15 �.07 .41��� .41��� .32��� .29� .17� .08 .15�� .36��

Number of online sessions .21��� .37��� .32��� .29��� .31��� .20 .22� �.04 .20�� .04 .53��� .41��� .30��� .26� .26��� .36�� .16�� .44���

Total time online (min) .12��� .24��� .18��� .09 .33��� �.04 .22� �.04 .12 �.06 .49��� .37��� .29��� .40��� .11 �.04 .04 .20

Number of course page views .19��� .32��� .23��� .20�� .18� .22 .15 �.03 .09 �.09 .39��� .41��� .31��� .25� .15 .27� .14� .37��

Irregularity of study time .03 �.03 �.04 �.06 .06 �.19 .18� �.10 �.01 �.09 .05 .31��� .20��� .30� �.21�� �.17 �.08 �.15

Irregularity of study interval �.11��� �.33��� �.29��� �.28��� �.19� �.17 .00 .09 .07 .01 �.33��� �.05 �.02 �.12 �.13 �.27� �.07 �.35��

Largest period of inactivity (min) �.06��� �.16��� �.17��� �.32��� �.12 �.12 .06 �.01 .13 �.04 �.31��� .10�� .06 .02 .02 �.25� .00 �.17

Time until first activity (min) �.13��� �.15�� �.16��� �.08 �.32��� �.13 �.19� �.36�� �.29��� �.20� �.05 �.13��� �.13��� �.25� �.04 �.06 �.18�� .04

Average time per session (min) �.05��� �.06 �.05 �.14� .02 �.17 �.05 .07 �.04 �.07 .05 .16��� .15��� .06 �.20� �.22 �.10 �.27�

Number of resources viewed .13��� .28� .00 .40��� .15��� .09�� .21 .23�� .26�

Number of links viewed .09��� .18��� .24��� .21�� .16 �.10 .05 .03 .06 .01 .21

Number of content page views .17��� .34��� .28��� .24��� .21� .25� .16 .08 .19� .01 .28��� .37��� .26��� .13 .16� .23 .09 .40��

Number of discussion post views .04�� �.02 .13��� .18�� .18� .16 �.02 �.02 �.06 �.12 .24�� .07� .05 .11 �.13 .12 .01

Number of discussion posts .03 �.02 .04 .07 .24��

Number of quizzes started .11��� .19��� .13��� .03 .42��� .28� .28�� .23� .04

Mean number of attempts per quiz .08��� .06� .08 .06 .05 .05 .21�� �.06 �.02 .22��� .15��� .18 �.08 .13 �.06

Number of quizzes passed .20��� .26��� .25��� .12 .46��� .31�� .28�� .25� .31��� .14 .15 .41��� .30��� .30�� .22�� .03 .19���

Number of quiz views .14��� .19��� .12��� .05 .11 .08 .12 �.11 .04 �.12 .23�� .39��� .30��� .27� .04 .02 .12�

Number of assignments submitted .21��� �.03 .22�� .14 .17�� .18

Number of assignment subm. views .04� .05 .03 .11 .11 .16 .29� .16�� .23

Number of wiki views .43��� .43���

Number of wiki edits .04�� �.02 .04 .07 .05 .27�� .23�� .24 .18��� .25

Average assessment grade .54��� .54��� .48��� .64��� .38��� .27� .58��� .69��� .30��� .52��� .71��� .47��� .76��� .59��� .74��� .59��� .60���

N 4,989 438 1121 227 135 73 120 76 168 155 136 836 822 74 154 66 326 62

� p < .05, �� p < .01, ��� p < .001.
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5.2 Predicting Student Performance Per Course

We now investigate whether LMS data can be used to pre-
dict student performance and explain the variance at the
student level. To determine this, a multi-level analysis on
final exam grade was conducted with LMS data and
crossed-random effects for course and student. It was found
that after adding the LMS data, the amount of variance that
could be explained at the student level dropped from
48 percent to 38 percent, and at the course level raised from
8 percent to 18 percent. Thus, LMS data can indeed be used
to explain part of the variance in final exam grade.

To investigate the differences between the predictionmod-
els per course, separate multiple linear regressions were run
per course, with final exam grade as outcome variable and all
basic and pattern variables as predictors, as these were avail-
able in all courses. All predictors with a significance level
above .2were removed from themodels. The results in Table 4
show that LMS data do explain some of the variance in final
exam grade in each course, but that the amount of explained
variance differs strongly: from 8 percent for course 9 (no sig-
nificant predictors), to 37 percent in course 7. Table 4 shows
the regression coefficients and p-values of the variables
included in the final models per course (containing only the
variables that were included in the final models of at least six
courses). The irregularity of study time per session is the least
present (6 out of 17 courses), whereas the total time online had
a significant regression coefficient most often (12 out of 17).
However, the direction of the coefficient of time online varied
across courses: in some courses time online has an unexpected
negative influence on final exam grade, while in other courses
it has a positive influence. This contradiction also holds for
the total number of clicks and the total number of views, but
for a different set of courses. The amount of sessions is posi-
tively related to the final exam grade in all six final models,
while the regularity of study interval and time until the first
activity have a negative influence in all eight and six final
models, respectively. These findings imply that more general
conclusions based on these data must be restricted to the fol-
lowing variables: more online sessions, lower standard devia-
tion of the time between the sessions, and less time until the
first session (i.e., starting early) all gowith a higher grade.

The large variety in these prediction models again
reveals low portability of the prediction models. The models
do give some insight into the factors influencing student

performance within a single course. However, with an aver-
age mean residual (averaged across all courses) of 1.56,
where 70 percent of the grades are between 4.0 and 9.0, the
models are quite far away from an accurate prediction.
Moreover, these prediction models are based on the com-
plete LMS data available at the end of a course, a point in
time at which it is not possible to intervene anymore.

5.3 Predicting Student Performance Over Time

To assess whether LMS data could offer a basis for interven-
tions during a course, we reran our analyses with the Moo-
dle LMS usage variables grouped per week. Only basic
predictors (total amount of clicks, the number of online ses-
sions, the total time online, and the total amount of views)
were used, as study patterns (e.g., the regularity of study
time) were often not available (for example SD of study
interval for two sessions and hence one interval) or not yet
meaningful (for example SD of study time for two sessions).
In addition, the variables per module were also excluded
from the analyses, as they did not provide enough variabil-
ity in the first few weeks. For brevity, we do not report sepa-
rate regressions for all courses for all weeks, but we report
on the standard regressions per week with courses coded as
dummies and interaction effects for each course with the
mean and deviances from the mean within courses for each
predictor, using student clustered standard errors.

5.3.1 Predicting Final Exam Grade Over Time

In the week before the course starts (week 0), all predictor
variables had to be excluded from the stepwise backwards
regression, so no valid prediction model could be produced
from the LMS data. From week 1 until the end of the course
more LMS data became available each week, which resulted
in a slightly improved prediction, with adjusted R2 increas-
ing from .14 to .22 (see Fig. 1). When in-between assessment
grades, available after week 5, were taken into account, a
larger improvement in prediction was found (week 5:

F ð177; 4;811Þ ¼ 22:32, adjusted R2 ¼ 0:43). With the LMS
data of all weeks included, LMS data could only explain an
additional 2 percent of the variance in final grade, over and
above the average midterm grades. Thus, LMS data, at least
as implemented here, are of substantially smaller predictive
value than the in-between assessment grades. However,

TABLE 4
Final Models Multiple Linear Regression on All Courses

Course

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Total number of clicks �.20�� �.39��� �.36��� �.31 �.14 �.30� 1.30�� .14� .21� 1.91��

Number of online sessions .24�� .12 .14 .55��� .44��� .24� .60��� .46�� .27
Total time online (min) �.19� .17 �.23 .25� .29 .34�� �.34��� �.18� .76��� .16 �.23� .19
Number of course page views .31��� .33��� .35�� .63��� �1.38�� �.17 �.42�� �2.28�� �.52��

Irregularity of study time �.09 .26� �.57�� .17��� �.40� �.16
Irregularity of study interval �.37��� �.32��� �.19�� .38 �.52� .27 �.10 �.22�� �.12 �.34 �.53��� �.77
Largest period of inactivity (min) .16� .15�� �.25�� �.56� .56� �.24 .32��� .19�� .33� .50�� .72�

Time until first activity (min) �.08 �.10��� �.27�� �.17 �.58��� �.27��� �.21 �.12�

Average time per session (min) .22�� �.22 .35�� .14 .13�� �.15 .20 �.18� �.20

R2 .17 .19 .18 .18 .13 .13 .37 .18 .08 .32 .23 .12 .29 .19 .17 .10 .32
N 438 1121 227 135 73 120 76 168 155 136 836 822 74 154 66 326 62

Constants omitted from the table, standardized betas reported for all variables.
� p < .05, �� p < .01, ��� p < .001.
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these midterm grades are often not available until the course
is halfway and sometimes not available at all. For earlier
intervention (that is, before assessment grades become avail-
able), LMS data can perhaps be used, but in our data they
were of limited value in predicting the final exam grade.

5.3.2 Predicting Pass-Fail Probabilities

Actually, we might not need to know the exact final exam
grade to be able to improve learning and teaching. Knowing
whether a student is at risk of failure might be enough to
determine whether an intervention is needed. Therefore,
binary logistic regressions were conducted as in [28], [32]
with exam grade > 5.5 (out of 10) coded as 1 (pass). Again,
courses were coded as dummies and interaction effects for
each course with the mean and difference from the mean
were included. However, these binary logistic regressions
did not lead to a high accuracy either. After week 0, 1,548
out of 2,704 students who passed were correctly predicted
as a pass, and 1,423 out of the 2,266 students who failed
where correctly classified as ‘at risk’. This represented a
total classification accuracy of 60 percent. The classification
accuracy increased to 69 percent when all LMS data and in-
between assessment grades were used, with 1,950 out of
2,720 students correctly classified as pass, and 1,479 out of
2,268 students correctly classified as ‘at risk’. The best com-
promise between early feedback and classification accuracy
seems to be after week 3, where 1,922 out of 2,720 students
were correctly classified as pass, and 1,397 of the 2,268 fail-
ing students were correctly classified as ‘at risk’, resulting
in an overall accuracy of 67 percent.

If we intervened with students at risk based on this infor-
mation, still 871 students would eventually fail without hav-
ing received an intervention. To improve learning and
teaching, it may be more useful to intervene with as many
students ‘at risk’ as possible, at the cost of intervening with
some students who do not need it. To consider this, we set
the specificity (true negative rate) at 95 percent. This
resulted in 656 out of 2,720 students correctly classified as
successful, and 2,158 out of 2,268 students correctly classi-
fied as ‘at risk’. Thus, to be able to intervene with 95 percent
of the students who would fail without it, we need to inter-
vene with 85 percent of the students, of which 49 percent
would not need the intervention.

Thus, using LMS data does not lead to a very accurate
prediction of whether a student would pass or fail the final

exam. As the final exam counted toward 68 percent of the
final grade on average for all courses, the findings are
expected to be similar for predicting whether a student
would pass or fail the whole course. Indeed, binary logistic
regressions of final course grade showed a similar increase
in the prediction and only a somewhat higher accuracy (2-3
percent) for the predictions per week compared to the
binary logistic regressions on final exam grade.

6 CONCLUSION AND DISCUSSION

In the current study we analyzed and compared prediction
models of student performance using LMS data of 17
blended courses, to determine the portability of these pre-
diction models across courses. Moreover, we assessed the
accuracy of these prediction models for early prediction of
student performance.

6.1 Portability of Prediction Models

For the prediction models we extracted variables similar to
those used in previous research: basic predictors such as
total time online and number of clicks, and predictors found
in the different modules of the LMS, such as discussion
posts and quizzes passed. In addition, we included more
complex variables related to study patterns, such as the
irregularity of study time and the time until the first activity.
Our results show that there is no comprehensive set of vari-
ables that can consistently predict student performance
across multiple courses. Correlational analyses as well as
linear regressions showed differences in predictive power
of the variables between the courses. Only the in-between
assessment grade correlated significantly with the final
exam grade in all courses, confirming that the in-between
measurement of performance is in line with the measure-
ment of performance at the end of the course. Discussion
forums and wiki usage showed significant correlations in
the lowest number of courses, indicating that these variables
are not very useful (and not very stable) predictors of final
exam grade across courses, at least in our data.

Our results add to the empirical base of learning analyt-
ics findings, and corroborate previous studies on predicting
student success, which have also shown different results in
correlations and prediction models, albeit for contexts that
were more varied than ours. We tried to account for poten-
tial differences by focusing on a larger set of courses at a sin-
gle institution, and by including most if not all of the
predictors that have been used in previous research. How-
ever, in spite of the fact that this is likely to keep the contex-
tual effects more constant, we still found substantial
differences in the sign and size of the effects of different pre-
dictors. These findings are in line with [10] and show that
even within one institution, using one LMS, and controlling
for a large set of predictor variables, the portability of the
prediction models across courses is low.

It is possible that the differences in the prediction mod-
els, both here and in [10], could be explained by the learning
designs, as the content of the activities available in an LMS
have been shown to influence the number of LMS visits
[37]. What goes against this argument is that, compared to
[10], the courses in our data used fewer course-specific
modules in the LMS and are hence more similar in the

Fig. 1. R2 of multiple linear regressions on final exam grade over weeks,
using LMS data with and without in-between assessment grade.
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activities provided in the LMS (even when one assumes
some variation in learning design within given modules).
Moreover, we only included predictors from modules that
were available in all courses. Our analyses, hence based on
a more generic set of variables than in previous research,
nevertheless confirm that different predictors are useful in
different courses. It is possible that a more fine-grained
disentanglement of the content of modules might change
this finding, but this would call for a more elaborate set of
courses. As far as we can see here, the data of multiple
courses can thus neither be easily combined for a common
analysis, nor to construct general models that are likely to
predict well outside the boundaries of the actual data.

A limitation of this study is that data was available for
only a part of the courses provided by the university, result-
ing in a skewed representation of courses: mostly first year
courses with similar use of blended learning. Thus, our
results might not carry over to other types of courses or
blended learning. However, given the similarity of our
courses, one would argue that portability of the results
would be more likely, which we nevertheless do not find.

We suspect that the differences that we found may well
be due to both the extent to which a given module is used
and the way in which a module is supposed to be used. For
example, the small effects of forum and wiki usage could be
due to the fact that variability of use happened to be low for
these modules (cf. [30]). Post-hoc multi-level analyses and
regressions with interaction effects for each course confirm
that the effects of the predictors strongly differ between the
courses. It may be useful to further investigate the effect of
specific course and module characteristics, for example
based on the course syllabi, on the use of the LMS (cf. [11]).
In our case, we could only investigate 17 courses, which
does not allow for a lot of variation within course modules.
Another potential issue with this explanation is that these
post-hoc analyses suggest that the larger amount of the vari-
ation seemed to reside at the student level.

Next to the potential inclusion of more detailed course
characteristics, it may also be useful to consider that students
differ in how they use LMSs while studying. Our multi-level
analyses indeed show that a high proportion of variance
could be explained at the student level. This is promising, in
the sense that it does appear to be variation in student char-
acteristics or usage level that can accurately predict the final
exam grade. On the other hand, none of the usage character-
istics that have been used in the literature before (most of
whichwe included here) seemed to pick up this variance.

6.2 Predicting Student Performance Per Course

As we could not simply aggregate all data, separate regres-
sions were run for each course. The results showed that the
accuracy of the prediction models differed to a large extent
between the courses, from 8 percent to 37 percent explained
variance in final grade. With an average R2 of 0.20 our LMS
data turned out to be a weak predictor. Most other studies
explained more of the variance in final grade [27], [28], [31],
[32]. Only one study explained less of the variance using
LMS data [13], probably because the students made more
use of the other online systems, including e-tutorials. Thus,
as in previous research, the LMS variables do show some
relation with final exam grade. However, for the prediction

of student performance in the courses under study the vari-
ables are of limited value. Even though we have generally
used the same variables and methods as previous research,
and several variables show significant effects (which is
insightful in itself), the effects are not strong enough to gen-
erate a precise enough prediction.

To determine if the prediction was accurate enough for
early intervention, linear and binary logistic regressions
were run across weeks. The prediction of final grade with
LMS data increased only slightly across the weeks, with a
serious improvement after week 5, when in-between assess-
ment grades became available. For early intervention,
before the assessment data becomes available, LMS data
resulted in only a weak prediction. For early prediction of
the pass-fail probabilities LMS data also showed to be a
weak predictor, with a total accuracy of 67 percent in week
3. To be able to intervene with at least 95 percent of the stu-
dents at risk at the end of week 3, 85 percent of the students
should receive an intervention, which half of them would
not actually need. Thus for early intervention at the level of
the aggregate set of courses, when midterm grades are not
available yet, our LMS data are of limited value.

A final remark is that the limited value for (early) predic-
tion of the LMS data might be due to the (lack of) relation
between the activities in the LMS and the final exam for at
least some courses. Final exams were often individual, writ-
ten on paper, while the activities and teaching methods in
the course were online and made use of different online
tools typically not available at the exam.

6.3 What Are We Measuring? The Need for Theory

Moreover, the low predictability and also the low portabil-
ity of the LMS variables may be due to the fact that we do
not really know what our measurements are actually mea-
suring. LMSs provide us with raw log data, but these are
not concrete measurements of a previously defined theoreti-
cal concept. LMS data is for example at best an indirect mea-
surement of motivation. To improve the predictions with
LMS data, we need to get a better insight into what the LMS
data represents, what the effects are, and how they can be
converted into concrete measurement of concepts. Several
attempts at creating more general theoretical frameworks
have been made ([58], [59]) but none of them have led to
concrete suggestions on how to process LMS data in such a
way that they more accurately reflect underlying concepts.

Taken together, our findings underscore the notion that
more elaborate theoretical reasoning is needed in learning
analytics to achieve generalizable results [9]. Still, learning
analytics can be used to analyze a single course. For exam-
ple, basic variables such as the amount of clicks can be use-
ful to predict student performance or to evaluate the
learning design for a specific course [60]. More advanced
analyses such as checkpoint and process analyses can be
used to relate students’ behavior over time with the learning
design [60]. However, an increased emphasis on theory,
including how the theoretical arguments are converted into
appropriate measurements, is needed to guide inclusion of
predictors and interpretation of the results. For example,
this could result in more complex variables related to pat-
terns of the activities in the LMS, such as the order of the
events or the type of the event after an action of the teacher.
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This would also be useful for early prediction, as these types
of patterns are available early in the course.

Next to additional theory and accordingly more appro-
priately created measurements, it may be useful to add
other types of data such as qualitative data and other data
sources as predictors as well. Qualitative data, for instance
from the discussion forum, can give more insight into the
type of participation of students and may therefore be
more useful for predicting student performance [30], [46].
Additionally, this could allow for better identification of
students who show high participation but nevertheless
receive low grades [27].

Other sources of data could be useful as well, especially to
improve early predictionwhen they are available at the begin-
ning of the course. Shum and Crick [25], among others, have
already argued that variables that are traditionally used in the
social sciences, such as learning dispositions or other person-
ality characteristics, can provide more detailed and timely
information about the performance of students. While LMS
data are a by-product of learner activity, self-disclosure data
about dispositionsmight give higher-order information about
students’ states that is harder to infer from the raw LMS logs
[25]. Accordingly, Tempelaar et al. [13] analyzed demo-
graphics, entry test results, learning dispositions, motivation
and engagement, LMS data, e-tutorials, and assessment data
in two courses with 873 students. They found that entry test
results, learning styles, and motivation and engagement had
a significant correlation with final grade. Assessment data
was found to be the best predictor, but until this data is avail-
able, learning dispositionswould be the best and proper alter-
native, as these were found to be most complementary to
LMS data. As their study was conducted on a heterogeneous
set of students from only two courses, and as previous studies
have shown to be quite diverse, future work is needed to
draw conclusions about the usage of learning dispositions
combined with LMS data for early feedback. Currently, we
are supplementing our datawith such other data sources.

To conclude, the emergence of ICT into learning and
teaching has supplied us with a rich information source of
raw logs of behavior in LMSs. Unfortunately, inconsisten-
cies across course findings make it difficult to draw general
conclusions about the online behavior of potential students
at risk. Additional theoretical argumentation and data sour-
ces need to be included to predict student performance and
improve learning and teaching.
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