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Abstract—An artificial neural network is one of the most
important models for training features in a voice conversion task.
Typically, Neural Networks (NNs) are not effective in processing
low-dimensional F0 features, thus this causes that the perfor-
mance of those methods based on neural networks for training
Mel Cepstral Coefficients (MCC) are not outstanding. However,
F0 can robustly represent various prosody signals (e.g., emotional
prosody). In this study, we propose an effective method based on
the NNs to train the normalized-segment-F0 features (NSF0) for
emotional prosody conversion. Meanwhile, the proposed method
adopts deep belief networks (DBNs) to train spectrum features
for voice conversion. By using these approaches, the proposed
method can change the spectrum and the prosody for the
emotional voice at the same time. Moreover, the experimental
results show that the proposed method outperforms other state-
of-the-art methods for voice emotional conversion.

I. INTRODUCTION

Recently, the study of Voice Conversion (VC) is being

widely attracted attention in the field of speech processing.

This technology can be widely applied to various application

domains. For instances, voice conversion [1], emotion conver-

sion [2], speaking assistance [3], and other applications [4] [5]

are related to VC. Therefore, the need for this type of

technology in various fields has continued to propel related

research forward each year.

Many statistical approaches have been proposed for spectral

conversion during the last decades [6] [7]. Among these

approaches, a Gaussian Mixture Model (GMM) is widely

used. However, there are several shortcomings with the GMM

spectral conversion method. First, GMM-based spectral con-

version is a piece-wise linear transformation method, but the

mapping relationship between humans voice conversion is

generally non-linear, so non-linear voice conversion is more

compatible with voice conversion. Second, the features which

are trained using GMMs are usually low-dimensional features

which may lost some important spectral details for speech

spectra. The high-dimensional features, such as Mel Cepstral

Coefficients (MCC) [8] which are widely used in automatic

speech and speaker recognition, are more compatible with

deep architecture learning.

A number of improvements have been proposed in order to

cope with these problems such as integrating dynamic features

and global variance (GV) into the conventional parameter

generation criterion [9], using Partial Least Squares (PLS)

to prevent the over-fitting problem encountered in standard

multivariate regression [10]. There are also some approaches

to construct non-linear mapping relationships, such as using

artificial neural networks (ANNs) to train the mapping dictio-

naries between source and target features [11], using a con-

ditional restricted Boltzmann machine (CRBM) to model the

conditional distributions [12], or using deep belief networks

(DBNs) to achieve non-linear deep transformation [13].

These models improve the conversion of spectrum features.

Nevertheless, almost of the related works in respect to VC

focus on the conversion of spectrum features, yet the seldom of

those focus on F0 conversion, because F0 cannot be processed

by deep architecture NNs well. But F0 is one of the most im-

portant parameters for representing emotional speech, because

it can clearly describe the variation of voice prosody from

one pitch period to another. For emotional voice conversion,

some prosody features, such as pitch variables (F0 contour

and jitter), and speaking rate have already been analyzed [14].

There were approaches forced on the simulation of discrete

basic emotions. But, these methods are not compatible with

the complex human emotional voices which are non-linear

convert. There are also some works using a GMM-based VC

technique to change the emotional voice [15] [16]. As above-

mentioned, recently acoustic voice conversion usually uses the

non-linear suitable models (NNs, CRBMs, DBNs, RTRBMs)

to convert the spectrum features, it is difficult to use the GMM

to deal with F0 made by these frameworks. To solve these

problems, we propose a new approach.

In this paper, we focus on the F0 features conversion and

transformation of the spectrum features. We propose a novel

method that uses the deep belief networks (DBNs) to train

MCC features for constructing the mapping relationship of

spectral envelopes between source and target speakers. Then,

we adopt the neural networks (NNs) to train the normalized-

segment-F0 features (NSF0) for converting the prosody of the

emotional voice. Since the deep brief networks are effective

to spectral envelopes converting [13], in the proposed model,

we train the MCC features by using two DBNs for the source

speaker and the target speaker, respectively, then using the

NNs to connect the two DBNs for converting the individuality

abstractions of the speakers. As it has been shown that the

bottleneck features are effective to improve the accuracy and

naturalness of synthesized speech [17], we construct the three-
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Fig. 1. Emotional voice conversion framework. Spec s and Spec t mean the
spectral envelopes of source and target voice obtained from the STRAIGHT.
F0s and F0t are the basic frequency of source and target speech. W s

spec,

W t
spec, W s

F0
and W t

F0
are dictionaries of source spectrum, target spectrum,

source F0 and target F0, respectively.

layers DNBs (24-48-24) for both the source voice and target

speakers. Hereby, the unit of middle-layer (48) is larger than

the input-layer (24) and output-layer (24). We adopt the two

three-layers DNBs and the connect NNs to build the six-layer

deep architecture learning model.

For the prosody conversion, F0 features are used. Although

many researchers have adopted the F0 features for emotional

VC [18][19], the F0 features used in these approaches were

mostly extracted by the STRAIGHT [20]. Since the F0 features

extracted from the STRAIGHT were one-dimension features,

which were not suitable for the NNs. Hence, in this study, we

propose the normalized-segment-F0 (NSF0) features to trans-

form the one-dimension F0 features into multiple-dimensions

features. By so doing, the NNs can robustly process prosody

signals that is presented on F0 features so that the proposed

method can obtain high-quality emotional conversion results,

which form the main contribution of this paper.

In the remainder of this paper, we describe the proposed

method in Sec. II. Sec. III gives the detailed stages of process

in experimental evaluations and conclusions are drawn in

Sec. IV.

II. PROPOSED METHOD

The proposed model consists of two parts. One part is the

transformation of spectral features using the DBNs, and the

other is the F0 conversion using the NNs. The emotional voice

conversion framework transforms both the excitation and the

filter features from the source voice to the target voice as

shown in Fig.1. In this section, we briefly review the process

based on STRAIGHT for extracting features from the source

voice signal and the target voice signal, while we introduce

the spectral conversion part and F0 conversion part.

A. Feature extraction

To extract features from a speech signal, the STRAIGHT

model speech is frequently adopted. Generally, the

pitch-adaptive-time-frequency smoothing spectrum and

instantaneous-frequency-based F0 are derived as excitation

features for every 5ms [20] from the STRAIGHT. As shown

in Fig. 1, the spectral features are translated into Mel

Frequency Cepstral Coefficents (MFCC) [21], which are

known as working well in many areas of speech technologies

[9][22]. To have the same number of frames between the

source and target, a Dynamic Time Wrapping (DTW) method

is used to align the extracted features (MFCC and F0) of

source and target voices. Finally, the aligned features that

have been processed by Dynamic Programming are used as

the parallel data. Before training them, we need to transform

the MFCC features to MCC features for the DBNs model

and transform the F0 features to the normalized-segment-F0

features (NSF0), respectively. We will describe the transform

methods and the training models of spectral and F0 in

Sec. II.B and Sec. II.C.

B. Spectral features conversion

In this section, we will introduce the spectral conversion

conducted by DBNs. DBNs have an architecture that stacks

multiple Restricted Boltzmann Machines (RBMs) which com-

pose a visible layer and a hidden layer. For each RBM, there

are not connections among visible units or hidden units, yet

it is connected by the bidirectional connections between the

visible unit and hidden unit. As an energy-based model, the

energy of a configuration (v, h) is defined as:

E (v, h) = −aT v − bTh− vTWh, (1)

where W ∈ RI×J , a ∈ RI×1, and b ∈ RJ×1 denote the

weight parameter matrix between visible units and hidden

units, a bias vector of visible units, and a bias vector of

hidden units, respectively. The joint distribution over v and

h is defined as:

P (v, h) =
1

Z
e−E(v,h). (2)

The RBM has the shape of a bipartite graph, with no

intra-layer connections. Consequently, the individual activation

probabilities are obtained via

P (hj = 1|v) = σ

(
bj +

m∑
i=1

wi,jvi

)
, (3)

P (vi = 1|h) = σ

⎛
⎝ai +

n∑
j=1

wi,jhj

⎞
⎠ . (4)

In our model, σ denotes a standard sigmoid function, i.e.,

(σ (x) = 1/(1 + e−x)). For parameter estimation, RBMs are

trained to maximize the product of probabilities assigned to

some training set data V (V is a matrix, each row of that is

treated as a visible vector v). To calculate the weight parameter

matrix, we use the RBM log-likelihood gradient method as

follows:
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L (θ) =
1

N

N∑
n=1

logPθ

(
v(n)

)
−

λ

N
‖W‖ . (5)

To differentiate the L (θ) via (6), we can obtain W when

making the L (θ) be the largest.

∂L (θ)

∂Wij

= EPdata
[vihj ]− EPθ

[vihj]−
2λ

N
Wij . (6)

In this study, we use the 24-dimentional MCC features

for spectral training. As shown in Fig. 1, we transfer the

parallel data which concludes the aligned spectral features of

source and target voices to MCC features. Meanwhile, we

respectively use the MCC features of the source and target

voice as the input-layer data and output-layer data for DBNs.

Fig. 2 shows the architecture of the DBNs convert spectral

features, which indicates two different DBNs for source speech

and target speech (DBNsou and DBNtar) so as to capture

the speaker-individuality information and connect them by the

NNs. The numbers of each node from input x to output y in

Fig. 2 were [24 48 24] for DBNsou and DBNtar. XN×D and

YN×D represent N examples of D-dimensional source feature

and target feature training vectors, respectively. XN×D and

YN×D are defined in (7) (D=24).

XN×D = [x1, ..., xm, ..., xN ] , xm = [x1, ..., xD]
T

YN×D = [y1, ..., ym, ..., yN ] , ym = [y1, ..., yD]T .
(7)

In summary for the above discussions, the whole training

process of the DBNs can be conducted as follows three steps.

1) Train two DBNs for source and target speakers. In the

training of DBNs, the hidden units computed as a conditional

probability (P (h|v)) in (3) are fed to the following RBMs,

and trained layer-by-layer until the highest layer is reached.

2) After training two DBNs, we connect the DBNsou and

DBNtar and train them by using NNs. Weight parameters of

NNs are estimated so as to minimize the error between the

output and the target vectors.

3) Finally, each parameter of the whole networks (DBNsou,

DBNtar and NNs) is fine-tuned by back-propagation using the

MCC features.
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Fig. 3. Log-normalized F0 (A) and interpolated log-normalized F0 (B). The
red curve: target F0; The blue curve: source F0.

C. F0 features conversion

For prosody conversion, F0 features are usually adopted.

In conventional methods, a logarithm Gaussian normalized

transformation [23] is used to transform the F0 from the

source speaker to the target speaker as follows:

log (f0conv) = μtgt +
σtgt

σsrc

(log (f0src)− μsrc) (8)

where μsrc and σsrc are the mean and variance of the F0 in

logarithm for the source speaker, respectively. μtgt and σtgt

are for the target speaker. f0src is the source speaker pitch

and f0conv is the converted pitch frequency for the target

speaker. As mentioned in the introduction section, non-linear

conversion models are more compatible with the complex

human emotional voices. Therefore, we use the NNs models

to train the F0 features in our proposed methods. The reason

why we choose different models for F0 conversion and spectral

conversion is that the spectral features and F0 features are not

closely correlated and the F0 features are not as complex as

spectral features. As shown in Fig. 3, the F0 feature obtained

from STRAIGHT is one dimensional feature and discrete.

Before training the F0 features by NNs, we need to transform

the F0 features into the Normalized Segment F0 features

(NSF0). We can transform F0 features into high-dimension

data through the following two steps.

1) Normalizing the F0 features by Z-score normalization

model, we can obtain the rescaled features that are normalized

by the mean and variance (0, 1). The standard score of the

samples is calculated as follows:

z =
x− μ

σ
, (9)

where μ is the mean and σ is the standard deviation.

2) Transform the normalized F0 features to the segment-level

features which are high-dimension ones. We form the segment-
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Fig. 4. NNs model and curves of activation function

level feature vector by stacking features in the neighboring

frames as follows:

XN×(2w+1) = [x1, ..., xm, ..., xN ]
T
,

x (m) = [z (m− w) , ..., z (m) , ..., z (m+ w)]
T
,

(10)

where w is the window size on each side. (10) represents

N examples of 2w + 1-dimensional source features. In the

proposed model, we set w = 12. To guarantee the coordination

between the initial source and conversion signals, we adopt the

same approach for the target features transformation.

After transforming F0 features to the NSF0 features, we

convert the 25-dimentional NSF0 features by NNs. As shown

in Fig.4A, we used the 4-layers NNs model to train the NSF0

features. The numbers of nodes from the input layer x to the

output layer are [25 48 48 25]. Fig.3 shows that the curve of

the F0 features are changed sharply during the whole time.

Unlike the smooth curve of the spectral features, we adopt the

tanh activation function:

f (x) = tanh (x) =
e2x − 1

e2x + 1
, (11)

which is different from the sigmoid function used in the DBNs

with spectral features training models. As shown in Fig.4B,

the tanh function has stronger gradient and the values are in

the range [−1, 1]. These mean that the tanh function is more

compatible to the sharply changed curve of F0 features.

III. EXPERIMENTS

A. Database

We used a database of emotional Japanese speech con-

structed in [24]. From this database, we selected the angry

voices, happy voices and sad voices of speaker (FUM) for the

source, and the neutral voices of speaker (FON) for target. For

each emotional voice, 50 sentences were chosen as training

data. We made the datasets as happy voices to neutral voices,

angry voices to neutral voices and sad voices to neutral voices.

B. Spectral features conversion

For the training and validation sets, we resampled the

acoustic signals to 16kHz, extracted STRAIGHT parameters

and used a Dynamic Time Wrapping (DTW) method to align

the extract features. The aligned F0 features and MFCC

(conducted by spectral features) were used as the parallel

data. In our proposed method, we used the MCC features for

training the DBNs models. Since the NNs model [11] proposed

by Desai is the well-known voice conversion method based on

Artificial Neural Network and the recurrent temporal restricted

Boltzmann machines (RTRBMs) model [25] is the new and

effective approach about voice conversion. We used NNs

model and RTRBMs model to train the MCC features from

the emotional voices to neutral voices for comparison. DBNs,

NNs and RTRBMs are trained by using the MCC features

of all datasets because considering the different emotion from

FUM to the neural emotion of FON may influence the spectral

conversion.

C. F0 features conversion

We used 4-layers NNs to convert the aligned NSF0 features.

For comparison, we also used the Gaussian normalized trans-

formation method to convert the aligned F0 features extracted

from parallel data. The datasets are the different emotional

voices from FUM to the neural voice of FON (angry to neural,

happy to neural and sad to neural). For making the training

data, each set concludes 50 sentences. For the validation, 10

sentences were arbitrarily selected from the database.

D. Results and discussion

Mel Cepstral Distortion (MCD) was used for the objective

evaluation of spectral conversion:

MCD = (10/ ln 10)

√√√√2
24∑
i=1

(mcti −mcei )
2 (12)

where mcti and mcei represent the target and the estimated mel-

cepstral, respectively. Fig.5 shows the result of the MCD test.

As shown in this figure, our proposed DBNs model can convert

the spectral features better than the NNs, and no significant

difference with the RTRBMs. But the training time of the

DBNs method is much faster than the RTRBMs. Although

our training datasets are all from the FUM to FUN and the

content of the sentences are the same. We can also see that the

MCD evaluations from different emotional voices conversion

to the neutral voice are a little different. The result confirms

that different emotions in the same speech can influence the

spectral conversion and DNBs models proved to be the fast

and effective method in the spectral conversion of emotional

voice.

For evaluating the F0 conversion, we used the Root Mean

Squar Error (RMSE):

RMSE =

√√√√ 1

N

N∑
i=1

(log (F0ti)− log (F0ci))
2 (13)

where F0ti and F0ci denote the target and the converted F0

features, respectively. Fig. 6 shows that our proposed method

obtains a better result than the traditional Gaussian normalized

transformation method in the all datasets. (angry to neutral,

happy to neutral, sad to neutral.)
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Fig. 6. Root mean squared error evaluation of F0 features conversion

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a method using DBNs to train

the MCC features to construct mapping relationship of the

spectral envelopes between source and target speakers, using

NNs to train the NSF0 features which are conducted by the

F0 features for prosody conversion. Comparison between the

proposed method and the conventional methods (NNs and

GMM) has shown that our proposed model can effectively

change the acoustic voice and the prosody for the emotional

voice at the same time.

There are still some problems in our proposed VC method.

This method needs to conduct the parallel speech data that

will limit the conversion only one to one. Recently, there are

researches using the raw waveforms for deep neural networks

training [26][27]. In the future work, we will apply the DBNs

model which can straightly use the raw waveform features.
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