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Abstract—To carry out a true privacy risk analysis and go
beyond a traditional security analysis, it is essential to distinguish
the notions of feared events and their impacts, called “privacy
harms" here, and to establish a link between them. In this paper,
we provide a clear relationship among harms, feared events,
privacy weaknesses and risk sources and describe their use in the
analysis of smart grid systems. This work also lays the foundation
for a more systematic and rigorous approach to privacy risk
assessment.

I. INTRODUCTION

As they undertake the smart grid initiative, utility providers

promise a host of benefits to consumers and the environment.

The foremost advantage for consumers from installation of

smart meters and roll-out of smart grids is the opportunity to

reduce energy consumption enabled by detailed, personalized

energy consumption reports and consequent monetary savings.

However, lurking behind the promise of better home energy

management is the concern about utility providers collecting,

through smart meters, highly granular (day, hour or even

minutes) energy consumption data that can reveal a lot about

the consumer’s personal life. Research on non-intrusive ap-

pliance load monitoring (NALM) has shown that appliance

level power usage data can be extracted from aggregated data

collected by a smart meter based on known or learned power

signatures of different appliances [25], [28], [30], [36] or

even using off-the-shelf statistical tools [30]. Appliance usage

profiles provide a surprisingly accurate model of different

human activities [25] such as whether one cooks at home or

not, sleeping patterns or when the occupants are usually away

from home. These expose consumers to a large number of

potentially dangerous harms, of various degrees of severity and

likelihood: targeted advertising by marketers, discrimination,

surveillance by the government and law-enforcement bodies,

burglary or kidnapping by criminals [25]. Smart meters may

also provide the functionality to remotely reduce or completely

disconnect energy supply [17].

Consumers and public bodies have, however, not remained

silent. Protests have been directed against both the “big

brother", i.e., misuse of information by the government and

the “little brother", i.e., corporate misuse and commercial

information resale [21]. A general survey across the US

revealed that consumers had reservation about privacy of smart

meters [24]. In Northern California, US, “conservatives” and
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“individualists” have carried out protests against installation

of smart meters by the Pacific Gas and Electric Company

citing various privacy concerns [10]. Initiatives such as Stop

Smart Meters [7] have spread across the US, Mexico, the UK,

Europe, Australia, Japan and Canada making consumers aware

of various drawbacks of installing smart meters.

Utility providers who have already designed a system and

invested in associated equipments and technologies, face huge

losses when implementations cannot be fully carried out due

to oppositions from consumers and/or interventions from reg-

ulatory bodies due to risks of privacy violations. Therefore, it

should be in the interest of an utility provider to carry out thor-

ough privacy impact assessments of its system, early on, most

appropriately in the design phase. A privacy impact assessment

is vital for the early identification of potential privacy breaches

and for choosing the most appropriate protection measures

[17]. In accordance to this idea, the European Commission

Recommendation 2012/148/EU issued in 2012 to provide

guidance for the deployment of smart meters [3] suggests that

a data protection impact assessment (DPIA) template should

be adopted by Member States. This template was developed

by the Expert Group 2 (EG2) of the Commission’s Smart Grid

Task Force [5] with feedbacks from Working Party 29 [3], [4].

Like most other works on privacy risk assessment [2],

[8], [14], [15], [16], [18], [20], [44], the risk assessment

methodology described by the Expert Group 2 (EG2) [5] relies

on the notions of feared events, vulnerabilities and threats. The

Working Party 29 [4] points out that the assessment of impacts

of feared events in the template is not very clear and a list of

the most relevant impacts of feared events on data subjects

must be provided. To carry out a true privacy risk analysis

and go beyond a traditional security analysis, it is essential

to distinguish the notions of feared events and privacy harms

and to establish a link between them. The Working Party 29

[4] also highlights the role of this link in characterizing data

protection impact assessment as opposed to an information

security risk assessment. It should help understanding how and

to what extent individuals (or groups of individuals, or society

as a whole) can be affected by the occurrence of feared events.

A. Contributions

Although very few scholars have tried to define the notion

directly [13], privacy harm is not a new concept. A large part

of the privacy literature, especially those written from the point

of view of privacy torts and regulations [13], [19], [29], [39],
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[40] provide extensive discussions on how privacy breaches

or violations or privacy harms affect the data subject as an

individual or as a part of the society. Deriving our under-

standing of privacy harms from the literature on smart grids

[25], [28], [30], [36], [43] and privacy torts and regulations

[13], [27], [35], [38], we provide a clear articulation between

harms1, feared events, privacy weaknesses and risk sources

and describe their use in the analysis of smart grid systems.

We proceed in the following steps:

1) We provide an overview of our assumptions about the

smart grid system design focusing on the energy man-

agement and billing sub-systems (Section II).

2) We define the notion of “harm” that describes the adverse

impact of feared events. We also define other concepts

such as “feared events", “privacy weaknesses” and “risk

sources” (Section III).

3) We instantiate different attributes of harms for the smart

grid scenario (Section III).

4) We then establish a clear relationship among harms,

feared events and privacy weaknesses with the help of

harm trees (Section IV-A) using suitable examples.

5) Finally, in Section IV-B, we show that our systematic and

rigorous exercise lays the foundation to an unambiguous

risk assessment process. We illustrate how harm trees can

be used for risk assessment, deciding which risks need to

be mitigated and selecting privacy weaknesses that need

to be countered first.

Beyond its relevance for decision makers, the approach

followed in this paper also enhances the accountability of

the data controllers because it leads to properly documented

assumptions and justifications.

II. SYSTEM DESCRIPTION

A. System design

For this case study, we assume that a smart grid system

consists of the following sub-systems: 1) User Registration
System (URS) to register new consumers with the utility

provider. ; 2) Consumer Information System (CIS) to store and

manage all consumer identification, contact and billing related

information. It performs security related functions on the data

stored by it. It also creates meter ID and user portal account

number.; 3) Meter Data Management System (MDMS) to store

and manage energy consumption data and corresponding meter

ID. It performs security-related functions on the data stored

by it.; 4) Utility Gateway (UG) to collect energy consumption

from each smart meter. It ensures that only authorized sub-

systems or applications or actors can access the data collected

by it.; 5) Smart Meter (SM) to collect energy consumption data

from home appliances. It includes a security module enabling

it to encrypt and sign data before sending it to the utility

gateway.; 6) Payment Management System (PMS) to handle all

billing, payment and energy management related functions.; 7)

User Interface (UI) to enable consumers to access bills and

1We use the terms “harm" and “privacy harm” synonymously.

energy management suggestions as well as update/correct any

identification/contact information.

The data flows among the main components of the system

are depicted in Fig. 1. The SM and the UG are located

in the consumer premises. The UI can be accessed by the

consumer through the Internet from his PC. All other systems

are located with the utility provider and cannot be accessed

by the consumer. Each new consumer registers with the utility

provider using the URS by providing his identification and

contact details. The URS transfers this information to the CIS

which creates a meter ID and user portal account number

for each new user registered. Within the consumer premises,

energy consumption data from home appliances are collected

at an SM. The SM then transfers this data to the UG, along

with the meter ID, every 15 minutes2 . The UG gathers

data from several such smart meters. These data are then

transferred to the utility provider’s side to be stored and

managed by the MDMS. During each billing cycle,the PMS

accesses the energy consumption data for each meter ID from

the MDMS and tariffs per time period given by the utility

provider. The PMS computes the bill per meter ID and creates

energy management suggestions based on bills and energy

consumption data in each billing cycle. It also updates the

payment status for each meter ID based on bills and payment

information received from the bank, corresponding to a given

bank account number obtained from the CIS. The resulting

bill, energy management suggestions and payment status per

meter ID are transferred to the CIS for storage. All data

are stored and transferred in encrypted and signed form. The

transfer of energy consumption data from home appliances to

smart meter is, however, not secure.

B. Data processed by the system

Types of data used by the smart grid system are: 1)

Identification, contact data: name, home address, e-mail ad-

dress/phone number, date of birth, meter identifier, user portal

account number; 2) Information about energy consumption
associated with meter ID and 3) Information related to billing:
bill and energy management suggestions (always associated

with meter ID), payment status, bank account number.

For the sake of simplicity, we consider only three types

of stakeholders here: the utility provider (data controller), the

consumer (data subject) and the bank (third party).

III. RISK SOURCES, PRIVACY WEAKNESSES, FEARED

EVENTS AND HARMS

While legal scholars only discuss about privacy harms,

technical papers talk about feared events, threats and vulner-

abilities. However, there is often a lack of clear distinction

among these concepts and a clear relationship among them. In

this section, we provide a definition for each of these concepts,

renaming them wherever we feel necessary and describe them

in the context of smart grids. In Section IV, we establish a link

among them and show how the link facilitates risk assessment.

2This is the assumption made for this case study. Different choices are
made in each country in which these systems are deployed.
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Fig. 1. Data flow diagram of a smart grid system

A. Risk sources

Definition 1 (Risk source): A risk source3 is any entity

(individual or organization) which may process (legally or

illegally) data belonging to a data subject and whose actions

may directly or indirectly, intentionally or unintentionally lead

to privacy harms.

In the smart grid system, MDMS, CIS, PMS administrators,

the utility provider itself or consumers, service technicians,

operators or other employees, hackers can act as risk sources.

Each type of risk source can be characterized by several

attributes (motivation, resources, access to the system, etc.)

used to assess his capacity of exploiting privacy weaknesses.

B. Privacy weaknesses

Definition 2 (Privacy weakness): A privacy weakness is a

weakness in the data protection mechanisms (whether techni-

cal, organizational or legal) of a system or lack thereof.

Privacy weaknesses in the smart grid system can be found

out from a description of existing legal, organizational and

technical controls. Table I provides a non-exhaustive list of

privacy weaknesses in smart grids described in the literature

[11], [22], [23], [26], [31], [42]. We do not describe these

in details for space considerations, since our focus is on the

integration of the different notions described here in privacy

risk analysis and not the discovery of privacy weaknesses.

In an actual analysis process, the analyst must go into such

3They are often referred to as adversary or attacker in the literature. But,
we prefer to use the term “risk sources” here as it is less security connotated
and is not limited to malicious actors

Code Privacy weaknesses

V.1 Security vulnerability in PMS

V.2 Security vulnerability in MDMS

V.3 Security vulnerability in CIS

V.4 Functional errors in PMS

V.5 Functional errors in MDMS

V.6 Functional errors in CIS

V.7
Unencrypted energy consumption (per meter ID) data

processing

V.8 Unencrypted billing related data processing

V.9
Unencrypted consumer identification and contact data

processing

V.10
Unencrypted transmission of energy consumption data

from home appliance to smart meter

V.11 Non-enforcement of data minimization

V.12
No opt-outs for consumers for high volume/precision data

collection

V.13
Not assigning capabilities to consumers to challenge

erroneous data about themselves

V.14 Insufficient system audit

TABLE I
PRIVACY WEAKNESSES IN A SMART GRID SYSTEM

details4, considering both privacy weaknesses in the design

(e.g. lack of encryption) and in the implementation of the

system (e.g. weakness in the encryption code).

In Table I, security vulnerabilities refer to errors that lead

to deviations of the system from its intended security-related

functions; functional errors refer to errors that lead to devia-

tions of the application from its intended core functions, such

as wrong computation of bills; we consider unencrypted data

processing separately because of the absence of such feature

in the envisioned system (potential design weaknesses).

C. Feared events

Definition 3 (Feared Event): A feared event is an event of

the system that occurs as a result of the exploitation of one or

more privacy weaknesses and that may lead to privacy harms.

Considering that home is the sanctuary of private life, it is

clear that the installation of smart meters can lead to serious

invasions of the privacy of consumers and their families [25],

[28], [30], [36]. Over time, many personal characteristics such

as occupation, finances, credit, health and ways of life of the

occupants of a residence can be inferred from highly granular

energy consumption data collected by smart meters. Unautho-

rized access to energy consumption or contact/identification or

billing data by malicious actors exploiting privacy weaknesses

in the system or disclosure to unauthorized persons can

lead to gross misuse of personal data. Even utility providers

themselves may engage in using the data they collect for

unauthorized purposes such as selling them to third parties

(e.g. data brokers). In Table II, we present a non-exhaustive

4Any new system can be tested by experts, as usual in security, e.g. by
penetration testing [41]) to find out privacy weaknesses.
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Code Feared events Relevant scenarios

FE.1
Excessive collection of
energy consumption data

Collection of energy consumption data
more frequently than billing period

without consumer consent

FE.2
Use of energy consumption
data for unauthorized purpose

Develop detailed consumer profiles,
monitoring and restricting energy usage

FE.3
Data inference from energy

consumption data
Inferring about a person’s lifestyle or
habits from his energy consumption

FE.4
Retaining billing related data

more than required

Not deleting energy management
suggestions long after consumer stops
using utility provider’s service, not
deleting bills even after 5 years

FE.5

Retaining energy
consumption data more than

required

Ineffective deletion of energy
consumption data from utility gateway

FE.6

Retaining contact and
identification data more than

required

Not deleting e-mail address, DoB even
after consumer stops using utility

provider’s service

FE.7
Unauthorized access to

identification / contact data
Hacker gets access to identification /

contact data

FE.8
Unauthorized access to
billing related data

One consumer gets access to another’s
billing data

FE.9
Unauthorized access to
energy consumption data

Service technician gets access to
energy consumption data

FE.10

Use of identification / contact
data for unauthorized

purposes
Targeted advertising

TABLE II
FEARED EVENTS IN A SMART GRID SYSTEM

list of typical feared events in smart grid systems [11], [22],

[23], [26], [31], [42].

D. Harms

Definition 4 (Privacy Harms): A privacy harm is the nega-

tive impact on a data subject, or a group of data subjects, or

the society as a whole, from the standpoint of physical, mental,

or financial well-being or reputation, dignity, freedom, accep-

tance in society, self-actualization, domestic life, freedom of

expression, or any fundamental right, resulting from one or

more feared events.

It is important in a privacy risk analysis to choose a broad

definition of harms to ensure that all possible impacts are

considered, even if only specific harms prove to be relevant

for a given system. The cornerstone of a privacy risk analysis

is precisely the proper identification of the potential harms

for the system under consideration and their severity. The

useful inputs to establish this list of harms are previous privacy

breaches documented or discussed in the literature (for the

same type of system), case law, recommendations (e.g. pub-

lished by Data Protection Authorities) and the points of view

of the stakeholders. Typically, in the context of a privacy im-

pact assessment, all stakeholders (including representatives of

the subjects, e.g. civil liberty associations or privacy advocates)

should be consulted and play a key role in the definition of

the harms to be considered. Needless to say, some subjectivity

is unavoidable in this exercise. However, all assumptions and

choices should be documented and traceable. In this paper, we

use as sources the harms identified in the literature on smart

grids [25], [28], [30], [36], [43] and in the literature on privacy

harms [13], [19], [27], [29], [35], [38], [39], [40]. Table III

describes some examples of information inferred from energy

consumption data of different granularities and the harms

that can be caused to consumers due to such inferences. We

describe some of these harms below.

The smart grid initiative has increasingly led to concerns

about unwanted interference into one’s private life through

surveillance by the government or the law enforcement or

even by other bodies [19], [29]. Even before the smart grid

initiative, several instances of such surveillance have come to

light. In Kyllo vs. United States [36], [39], the law enforce-

ment used thermal imaging technique to monitor activities

inside the home suspecting residential growth of marijuana. In

United States vs. McIntyre [19], an investigator obtained the

defendant’s electricity usage records using an administrative

subpoena on the suspicion of marijuana growing operations.

Therefore, law enforcement can use data inferred from energy

consumption data as direct or circumstantial evidences for

different crimes [29]. Although this aid in criminal inves-

tigations available from energy consumption data may be

considered positive as law enforcement finds it easier to

perform its protective role due to advances in technology,

it may still be a source of privacy violation. In other cases

such as Nader vs. General Motors Corp., General Motors

sought information to discredit Ralph Nader, who had charged

that the former’s automobiles were unsafe, through massive

investigation and public surveillance [39]. With the installation

of smart meters, it has become extremely easy to put anybody

under surveillance without the help of any special technology

or undertaking massive investigations, simply because smart

meters that victims wilfully install at their homes can reveal

a treasure of information.

Today, an individual’s energy consumption data has become

sensitive in some communities as the importance that the

individual assigns to environmental responsibility [36] can be

inferred from it. In 2007, the Tennessee Center for Policy

Research reported that the Nashville home of the then US

Vice President Al Gore, well-known as a “climate crusader",

consumed significantly more electricity than the national av-

erage [36] therefore causing him embarrassment.

Any kind of release of consumer data from the utility

provider could lead to a complex cascading effect for con-

sumers and third parties, even if the latter have acquired the

data legitimately, with consumer consent. In 2005, it was

revealed that fraudsters posing as legitimate debt-collection

firms and check-cashing companies who had used previously

stolen identification and contact information to obtain valid

business licenses had gained access to personal information

from databases of ChoicePoint, a data broker [35].

Selling of data to third parties by utility providers is another

significant concern in smart grids, as with any other data

collecting system. Such third parties can be data brokers who

further sell these data or information infered from them to

potential employers for background checks, insurance com-

panies, debt collection firms etc. The availability of detailed

data about a consumer’s daily life and habits may tempt

employers to know more about potential employees even

though the practice may not be ethical (or even legal in certain

countries). Researchers have already noted such practices [38]
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Harms Information revealed by smart meters Pattern Granularity

Burglary, profile based
discrimination

When are you usually away from home? High/ low power usage during the day Hour/ minute

Burglary Have you been away from home for some time? High/ low power usage during the day Day/ hour

Kidnapping, stalking, child
abuse

Do you leave a child alone at home? How often and how
long?

Single person power usage or simultaneous
power usage at distinct areas of the house during

the day
Minute/ second

Burglary, kidnapping,
stalking, profile based

discrimination

Is your home protected by an electronic alarm system?
Appliance activity matching alarm system

signature Minute/ second

Profile based discrimination,
Burglary

Do you own a lot of expensive gadgets?
Appliance activity matching signature of

expensive gadgets Minute/ second

Consumer profiling Did you watch the game last night? Appliance activity matching the game showtime Hour/ minute

Burglary, stalking Are you living alone at home right now?
Single person power usage or simultaneous

power usage at distinct areas of the house during
the day

Day/ hour

Profile based discrimination
Do you stay at home all day watching TV or in front of

the computer?
Appliance activity matching signature of TV,

computer Hour/ minute

Profile based discrimination,
targeted advertising

Do you cook often or prefer to eat outside?
High/ low power events around meal times for

microwave, cook tops etc. Hour/ minute

TABLE III
INFORMATION REVEALED BY SMART METERS [12], [17], [30], [36]

and resulting harms such as social anxiety in the context of

social networking sites [27].

Depending on the damage caused to different aspects of the

life of consumers, privacy harms of smart grids can be one of

the following types:

- Financial harms include financial losses, damage to prop-

erty etc. Burglars come to know when the occupants are

not at home or if the home security system is inactive or

not installed inferred from energy consumption data.

- Psychological harms constitute fear of misuse of personal

data, fear of being observed, fear of being treated unfairly

etc. A potential employer may decline a job offer to a

consumer because of alleged unhealthy lifestyle inferred

from his energy consumption data.

- Harms to reputation or dignity include embarrassment,

humiliation etc. Exposure of a consumer’s lifestyle may

cause him embarrassment.

- Social harms include chilling effect or loss of creativity

affecting the society due to constant monitoring by gov-

ernment or law enforcement bodies. Remote switching

off of energy supply during periods of high demand

may deprive consumers of utilities essential for leading

a normal life.

A harm caused to a consumer (or a group, or society as a

whole) may be a combination of any of the above types. Table

IV lists some harms in a smart grid system along with their

types and victims. There exists several other taxonomies of

privacy harms in the context of risk assessment [6], [8], [15],

[16], [32] or more generally [13], [33], [34], [39]. While some

of them are based on different phases of data life-cycle and

associated feared events [39], others are based on the fact

that harms may be internal or external to the victim, easily

measurable or not [13], tangibility, effect on society [6], or on

the evolution of information tort law [34]. Although some of

these works [13], [39] discuss the types of harms we refer to,

the taxonomy proposed in [15], [16] which refer to physical,

moral and material impacts is closest to our taxonomy.

In order to assess the severity of a given type of harm, it is

useful to identify some attributes that can have a significant

impact on their consequences for the victims:

a) Victims of harms. Different types (and numbers) of indi-

viduals can be affected by a privacy breach: 1) individual

consumers or their family members (e.g., burglary); 2)

specific section of consumers based on age (e.g., targeted

advertising), gender (e.g., stalking of females), religion,

ethnicity, profession, industry etc.; 3) society (e.g., gov-

ernment surveillance).

b) Intensity. This attribute is a composite representation of

the significance of the impact on the victims. It includes

the duration of the harm (from short time to irreversible),

the extent of the damage, etc. A burglary can affect

a consumer over a limited time due to financial losses

and also lead to some psychological harms. Profile-based

discrimination may have both psychological and financial

effects which may last for a long time. On the other hand,

targeted advertising or receipt of unsolicited mails may be

irritating but do not, in general, cause any major financial

or psychological harms even though they may continue

over a long time.

Different measurement scales can be used to assess the severity

of harms5. For example, the number of victims in case of

profile-based discrimination can be huge, causing both psy-

chological as well as financial distress for a long time, hence

leading to a “high” severity. On the other hand, in an average

scenario, burglary may lead to short term financial losses

and psychological distress to some consumers and family

members, hence leading to “moderate” severity. The other

factor to be taken into consideration when assessing risks is the

likelihood of harms, which is the subject of the next section.

IV. FROM PRIVACY WEAKNESSES TO PRIVACY HARMS

In this section, we describe our approach to establish

a meaningful link among the concepts defined in the last

5Examples of such scales can be found in [2], [5], [14], [15], [16].
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Code Harm Types Victims

H.1 Kidnapping of a child Psychological,
financial

Age group

H.2 Burglary
Financial,

psychological
Consumer, family

H.3 Restriction of energy usage Psychological Society

H.4 Profile-based discrimination
Psychological,

financial
Consumers, family

TABLE IV
EXAMPLES OF HARMS IN A SMART GRID SYSTEM

Profile-based discrimination (H.4)

AND

FE.1

AND

V.11 V.12 V.14

FE.3

OR

V.14 . . .

OR

FE.9

OR

V.5 V.10 V.7 . . .

FE.2

OR

V.14 . . .

. . .

Fig. 2. Harm tree for profile-based discrimination (H.4)

section and show how this articulation can facilitate risk

assessment in a smart grid system. A harm may result from one

feared event or combinations of different feared events. For

example, profile-based discrimination6 can result if sufficiently

fine-grained consumption data is collected, inference about

personal habits, lifestyle is drawn and such data is sold to

employers or others without consumer consent (or if a risk

source gets access to such data). Similarly, a feared event

may result from the exploitation of privacy weaknesses by

risk sources. Risk sources may get access to data if data is

stored, processed or transmitted without encryption or if the

access control implementation is poor. One privacy weakness

may lead to multiple feared events. If the utility provider

does not enforce sufficient system audit, then it will be easier

(because it is likely to remain undetected) to collect excessive

data and to use it for unauthorized purposes. A natural way

to depict such relationships among harms, feared events and

privacy weaknesses is through harm trees, which are akin

to attack trees in computer security literature. The use of

attack trees is common in computer security [1], [9], [37]

and is not new for privacy, even if very few papers have

been published on this topic. In [18], Deng et al. use threat

trees to link what they define as threats to vulnerabilities in a

system. Similarly, Friginal et al. [20] describe attack trees to

link what they define as adverse impacts (e.g., disclosure of

nearest friends of an user) to attack scenarios (e.g., hacking a

device). However, these works do not provide an end-to-end

link between privacy harms and privacy weaknesses. For a

consistent risk assessment, we assume that all privacy harms

6Here, we consider profile based discriminations specifically due to energy
consumption data collected by smart meters. Names, postal codes etc. may
be sources of discrimination, but these can be obtained in simpler ways.

Burglary (H.2)

AND

FE.1

AND

V.11 V.12 V.14

OR

FE.7

OR

V.9 V.3

FE.10

OR

V.14 . . .

FE.3

OR

V.14 . . .

OR

FE.9

OR

V.5 V.10 V.7 . . .

FE.2

OR

V.14 . . .

Fig. 3. Harm tree for burglary (H.2)

are caused by one or more feared events which are in turn

caused by exploitation of one or more privacy weaknesses by

risk sources.

A. Construction of Harm Trees

The root node of a harm tree denotes a harm. Leaf nodes

represent exploitation of privacy weaknesses by risk sources7.

The tree is structured in branches leading to the harm. Feared

events are connected by an AND node if all of them are

necessary to lead to the harm. For example, profile-based

discrimination happens when there is excessive collection of

energy consumption data, data inference and use of energy

consumption data for unauthorized purposes (see Figure 2).

On the other hand, if any one of several feared events lead

to a harm then they are connected by an OR node. Similarly,

privacy weaknesses leading to a feared event are connected

by an AND node if all of them must be exploited by risk

sources for the feared event to take place. Excessive data

collection results when the data controller does not ensure

data minimization, does not allow consumers to opt-out from

such data collection and does not have sufficient system audit

in place (see Figure 2). When the exploitation of any one of a

set of privacy weaknesses by risk sources is sufficient to lead

to a feared event then they are connected by an OR node. The

observation of unencrypted energy consumption data during

processing or the transmission or exploitation of a functional

error in the MDM application may result in an unauthorized

access to energy consumption data (see Figure 2).

Figures 2 and 3 demonstrate how harm trees should be

constructed for two harms relevant to smart grid, burglary and

profile-based discrimination8, respectively.9

7Strictly speaking, a harm tree should be associated with a set of risk
sources. This set can be a singleton in case of individual risk source or denote
a group of risk sources, who may be colluding or not, depending on the
interactions needed.

8Examples include: increase/decrease in insurance premium by health
insurance providers based on whether one uses his treadmill everyday or eats
outside frequently, by home insurance providers based on how long, how
frequently one is away from home, whether one uses an electronic home
alarm system etc., less favourable commercial conditions, reflection on job or
loan applications etc.

9Dotted nodes in the trees represent the fact that there may be other feared
events or other privacy weaknesses that are not pictured. We ignore dotted
lines in computations based on harm trees in Section IV-B
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Profile-based discrimination H.4 (L)

AND (R1)

FE.1 (I)
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FE.3 (M)

OR (R3)

V.14
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. . .

OR (R3)

FE.9 (M)

OR (R3)

V.5

(S)

V.10

(S)

V.7

(S)

. . .

FE.2 (M)

OR (R3)

V.14

(M)

. . .

. . .

Fig. 4. Example computation of likelihood of profile-based discrimination
(H.4) using harm trees

B. Risk assessment

The primary advantage of depicting the relationship among

harms, feared events and privacy weaknesses through harm

trees is that they can be used to compute the likelihood of

different risks and eventually to decide which risks are above

a tolerable threshold. The analyst may begin by defining the

ease of exploitation of each privacy weakness for each type

of risk source based on his attributes (incentives, expertise,

resources available, etc.). The likelihood of each harm can

then be computed based on the harm trees and the capabil-

ities of the risk sources who are the most likely to interact

with each privacy weakness. Likelihoods can be computed in

different ways, either symbolically (based on a fixed scale

of levels such as “negligible", “limited", “significant", etc.)

or using numerical values (probabilities). Each approach has

its benefits and drawbacks. Typically, probabilities may be

difficult to estimate for input values and may look difficult

to grasp by decision makers. In contrast, symbolic values are

sometimes too fuzzy and may lead to different interpretations.

We choose a combined approach here, with symbolic input

and output values which are converted into numerical values

for processing based on the harm trees and converted back into

symbolic values for the final output (likelihood of the harm).

We emphasize however, that the analyst can choose different

representations, provided they are properly documented and

justified. This process has been illustrated for discrimination

in Figure 4. We use the following symbolic values for input

and output likelihood (probability) values (p): 1) Negligible
(N) for p ≤ 0.01%; 2) Limited (L) for 0.01% < p ≤ 0.1%;

3) Intermediate (I) for 0.1% < p ≤ 1%; 4) Significant (S)
for 1% < p ≤ 10%; 5) Maximum (M) for p > 10%. The

computations of likelihoods based on the harm trees rely on

the following rules10, where Pi is the likelihood of ith child

node: [R1.] AND node with independent child nodes:
∏

i Pi.;

[R2.] AND node with dependent child nodes: Mini(Pi), i.e.,
minimum of the likelihoods of child nodes.; [R3.] OR node

with independent but not mutually exclusive child nodes:

1−∏i(1−Pi).; [R4.] OR node with mutually exclusive child

nodes:
∑

i Pi.; [R5.] OR node with dependent child nodes:

Maxi(Pi), i.e., maximum of the likelihoods of child nodes.

We have shown in Section III-D that the severity of harms

can be described using two attributes, victims and intensity.

The risk level of a harm may then be represented as a pair

consisting of the severity and the likelihood of the harm. We

observe that the likelihoods of profile-based discrimination

and burglary (the computation is not described here for lack

of space) are Limited and Negligible respectively. Therefore,

the risk level (severity, likelihood) of discrimination is higher

than that of burglary. The risk levels for other harms can

be computed in the same way and the decision maker is

then in a position to decide which risks are acceptable and

which ones should be mitigated. The above results show that

discrimination should be the primary target for risk mitigation.

A study of all harm trees corresponding to harms whose

risk levels are above a given acceptable threshold also reveal

privacy weaknesses that have the strongest impact on these

harms. This information helps the analyst decide which privacy

weaknesses should be mitigated first. Figures 2 and 3 reveal

that V.11, V.12 and V.14 are necessary conditions for the

occurrences of these harms. Mitigating them should therefore

be a high priority. In addition, V.14 is the most commonly

occurring privacy weakness, meaning that strong efforts should

be put into accountability measures (especially auditing).

V. CONCLUSION

In this work, we have defined and instantiated important

concepts in privacy risk analysis of smart grids such as

harms, feared events, privacy weaknesses and risk sources and

established a relationship among them through harm trees. To

bridge the weaknesses in [5], we have specially emphasized

on the concept of harms characterizing them through attributes

derived from the literature on smart grids and privacy torts

and regulations. Attributes help in determining the severity of

harms. Their likelihood is derived from harm trees and the

overall result of the analysis can be used to take decisions and

prioritize the measures.

Beyond its relevance for decision makers, the approach put

forward in this paper also enhances the accountability of the

data controllers because it leads to properly documented as-

sumptions and justifications. Indeed, even if some subjectivity

is unavoidable in this endeavour (e.g. with respect to the

assessment of likelihood of the feared events or the severity of

the harms), all assumptions and choices should be documented

and traceable. By doing so, it will be easier when the system is

deployed to decide upon the appropriate corrective measures

10The rules are applied bottom-up to the bounds of the intervals associated
with the child nodes.
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in case of incident or evolution of the initial assumptions, and

also to establish potential responsibilities.
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