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h TODAY, MOST OF the innovation in the automo-

tive domain is in electronics and software. All new

features in modern cars—like advanced driver as-

sistance systems—are based on electronics and

software rather than on mechanical engineering

innovations. A modern high-end car has over

100 million lines of code [1] and it is widely

believed that this number will continue to grow in

the near future. Such code implements different

control applications spanning across various

functionalities—from safety-critical functions, to

driver-assistance and comfort-related ones. These

applications run on a distributed electronics and

electrical (E/E) architecture, consisting of often

hundreds of programmable electronic

control units (ECUs) that communicate

via different types of communication

buses like CAN [2], FlexRay [3], LIN

[4], and more recently also automotive

Ethernet [5].

Current hardware/software develop-

ment workflows for the automotive do-

main are highly compartmentalized.

Here, control algorithms are designed by develop-

ment teams who often have no influence or even

little or no view into the E/E architecture on which

the software implementing these controllers will

eventually run. As a result, the design of the con-

trol algorithms is based on a number of idealistic

assumptions like the control inputs can be com-

puted instantaneously, there is no delay between

sensing and the use of the sensor data to compute

the control input, or between the time the control

input is computed and when it is available for ac-

tuation. Further, the availability of finite precision

arithmetic and the side effects introduced when

compiling controller models into code are also not

systematically addressed. While these issues are

anyway difficult to address because of the lack of

well-established techniques for handling them in

the control theory literature, their effects become

very pronounced in the automotive domain be-

cause of the highly distributed and heterogeneous

nature of automotive E/E architectures.
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In other words, because many of the assump-

tions made at the model level do not hold when

the designed controllers are implemented, there is

a large performance gap between the controller

models and their implementations. In extreme

cases, even the stability of a controller—which was

verified at the model level—might not hold after

the code synthesized from the model is imple-

mented. This semantic gap between control

models and their implementation necessitates a

significant amount of ex post facto testing, debug-

ging and redesign, often using ad hoc techniques.

This not only makes certification difficult, but also

leads to resource over-dimensioning thereby in-

creasing costs.

In addition to the importance of certification or

guaranteeing correctness because of the safety-

critical nature of many automotive functionalities,

the automotive domain is also highly cost sensitive.

Hence, resource-efficient implementation of auto-

motive control software is an important issue. How-

ever, traditional techniques for controller design

have only focused on ensuring stability and satisfy-

ing control performance metrics such as settling

time or peak overshoot. While efficient implemen-

tation of algorithms is one of the cornerstones of

computer science, when it comes to control algo-

rithms, there are very few standard techniques

for designing efficient implementations of these

algorithms.

CPS-oriented design
The essence of the cyber–physical system

(CPS) paradigm is the integrated design of control

algorithms and the computational platforms on

which these algorithms would run. While the dis-

tributed and heterogeneous nature of automotive

E/E architectures makes them a perfect candidate

for CPS-oriented design, it is only recently that

some progress has been made in this direction

[6], [7].

Techniques accounting for platform architec-

ture characteristics at the control design stage, as

well as resource-efficient design of control algo-

rithms are starting to appear in the scientific litera-

ture [8]–[10]. There is now also an improved

awareness of how design decisions for different

subsystems and components in an automotive

hardware/software architecture influence each

other. This understanding has led to a number of

codesign proposals. For example, traditionally

HVAC (heating, ventilation, and air conditioning)

systems in cars have only focused on passenger

comfort and energy usage. However, for electric

vehicles (EVs) the HVAC control can have a major

influence on battery lifetime and capacity fading.

Given the current costs of batteries and the issues

with driving ranges of EVs, accounting for battery

characteristics when designing automotive HVAC

systems has been gaining traction recently. Simi-

larly, as ECUs are becoming more powerful, they

are increasingly being exposed to the side effects

of semiconductor technology scaling like

manufacturing variability, soft errors, and aging.

This is especially critical in the automotive domain

because such ECUs, unlike processors in con-

sumer electronics, are exposed to extreme temper-

atures and electromagnetic interferences. By

appropriately designing control algorithms (where

the software implementing these algorithms would

run on the ECUs) some of these reliability and ag-

ing effects can be mitigated.

Finally, security for the automotive domain

[11], [12] is a challenging problem because of the

resource-constrained and cost-sensitive nature of

automotive E/E architectures. Here, investigating

the impact of different light-weight security mecha-

nisms on higher layer control algorithms and appli-

cations seems to be meaningful. Toward this,

mechanisms for evaluating the tradeoffs between

security and control performance are now starting

to emerge.

Organization
This tutorial gives an overview of some of these

problems, recent advancements in addressing

them, and the challenges in moving forward. It is

intended for beginning researchers and practi-

tioners to enable further exploration and is not an

exhaustive survey of this topic. For example, impor-

tant issues in advanced driver assistance systems

and autonomous driving—such as the interaction

between video processing, AI, and control theory

have not been discussed. The focus has instead

been on highlighting the interplay between em-

bedded systems and software design and control

theory for the automotive domain.

While we have attempted to give the reader

some insights into the mathematical details of the

topics discussed here, wherever possible, we have
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tried to keep the mathematics to a minimal and fo-

cused on the main intuitions.

The first section of this article describes basic

control theory, which is required to appreciate

what follows next. The next section, entitled

Resource-aware automotive control software de-

sign, discusses how control/architecture codesign

techniques may be used to systematically imple-

ment control algorithms on automotive E/E archi-

tectures, taking into account different resource

constrains. The following section continues this

discussion but focuses on platform reliability

issues and battery usage in the case of electric ve-

hicles. The section Automotive climate control

continues with electric vehicles and outlines the

benefits of coordinating the HVAC system in

an electric car with its motor control, before

discussing automotive CPS from the perspective

of security.

Feedback control systems
In this section, we briefly describe the basics of

feedback control applications that will be consid-

ered in the later sections. A control application

regulates the behavior of a dynamic system [13].

Most of them are modeled by a set of linear differ-

ential equations

_xðtÞ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ (1)

where xðtÞ 2 Rn is the system state, yðtÞ is the sys-

tem output, and uðtÞ is the control input applied

to the system. When implemented on embedded

platforms, the system states are periodically mea-

sured by the sensors at discrete-time instances

tk ¼ kh; k ¼ 0; 1; 2; 3; . . .. The interval ðtkþ1 � tkÞ is

the sampling period h. The sampled system states

are x½k� ¼ xðtkÞ. Similarly, the sampled system out-

put is y½k� ¼ yðtkÞ. The control input is updated

only at the discrete-time instances tk and is held

constant over the sampling interval h using a zero-

order hold (ZOH) circuit. Thus

uðtÞ ¼ u½k�; tk � t G tkþ1: (2)

The above ZOH implementation can be modeled

by solving (1), resulting in

x½kþ 1� ¼ Adx½k� þ Bdu½k�
y½k� ¼ Cx½k� (3)

where

Ad ¼ eAh;Bd ¼
Zh

0

ðeA�d�ÞB: (4)

Clearly, Ad and Bd depend on the sampling

period h.

Quality of control (QoC). Quality/performance of

a control application is often quantified with

respect to user requirements, for example, speed

of response and comfort. Settling time is a widely

used metric to quantify QoC. The time it takes

for the system output y½k� to reach and stay in

a closed region around the reference value yref
(e.g., 0:98yref to 1:02yref) is the settling time and

is denoted as ts. Shorter settling time implies

better QoC. In many safety-critical automotive

control loops, there is a maximum settling time re-

quirement t0s that must be satisfied for functional

correctness.

Controller. A controller aims to design u½k� such
that the QoC requirements are met. The general

structure of a linear state-feedback controller is as

follows:

u½k� ¼ Kx½k� þ Fr (5)

where K is the feedback gain and F is the feedfor-

ward gain. A control algorithm computes the gains

K and F .

Controller design. The discrete-time dynamics in

(3) with control input (5) is called the closed-loop

system dynamics

x½kþ 1� ¼ ðAd þ BdKÞx½k� þ BdFr: (6)

Stability of a plant and control system depends on

the eigenvalues of ðAd þ BdKÞ, which are referred

to as the system poles and are denoted by pi for
1 � i � n. A stable system requires all poles

jpi j G 1. Usually, poles closer to zero provide a

faster response and require a higher value of the

input signal u½k�. Once the feedback gain K is

designed, the static feedforward gain F is obtained

to achieve y½k� ! yref, and is given by

F ¼ 1=ðCdðI� Ad � Bd � KÞ�1BdÞ (7)

where I is an n-dimensional identity matrix. Clearly,

the QoC of a control loop depends on the poles pi
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of ðAd þ BdKÞ. The poles can be placed at desired

locations pi for QoC optimization by pole-

placement methodologies (by designing the feed-

back gain K [14]). The controller design question

boils down to the choice of desired poles pi such
that QoC requirements are met and/or optimized.

Physical constraints. In almost every real-world

system, due to the physical constraints of the

actuator, there is some maximum available control

input and the controller needs to be designed

such that the maximum value of ju½k�j does not

exceed this limit Umax.

Resource-aware automotive control
software design

As described earlier, automotive E/E platforms

are highly resource constrained as well as cost sen-

sitive. In this section, through examples, we outline

how computation-, memory-, and communication-

aware control applications may be designed. Note

that these are the three primary resource types that

are targeted when designing efficient algorithms,

but in the particular case of control algorithms, the

techniques necessary deviate significantly com-

pared to conventional control algorithm design.

For the case of computation-aware design, some of

the mathematical details have been outlined, espe-

cially to highlight the differences with conven-

tional controller design as described in the earlier

section Feedback control systems. For the remain-

ing two cases (memory- and communication-aware

design), only the high-level design strategy has

been described.

Computation-aware control systems design
OSEK/VDX-compliant operating systems (OSs),

with preemptive fixed-priority scheduling, are widely

used in the automotive domain [15], [16]. With

such an OS once each application gets released, it is

allowed to access the processor periodically. There

are various predefined periods of release times, and

each application is assigned one. Different applica-

tions may have different periods. Every time an ap-

plication is released, its program gets the chance to

be executed, depending on its priority.

Here, a time table containing all the periodic re-

lease times within the alleged hyperperiod (i.e.,

the minimum common multiple of all periods) of

the applications needs to be configured. An

example with a set of three periods 2, 5, and 10 ms

is illustrated in Table 1. The hyperperiod is equal

to 10 ms, and the time table repeats itself every 10

ms by resetting the timer.

Generally for a feedback control application, a

shorter sampling period allows the controller to re-

spond to its plant more frequently, and is thus po-

tentially able to achieve better QoC. The obvious

downside is a higher processor load, since the

control program is executed more frequently. Let

us assume that the set of available periods re-

stricted by an OSEK/VDX OS is �. Denoting ei to be

the worst case execution time (WCET) of a control

application Ci , if conventional controller design

and a uniform sampling period of h is used, the

processor load for Ci is

Li ¼ ei
h
: (8)

The upper bound on the load of any processor is

1. Considering a single processor pX
fijCi runs on pg

Li � 1: (9)

Clearly, increasing the sampling period of a control

application decreases its processor load, and thus

potentially enables more applications to be inte-

grated on the ECU, thereby resulting in a more

cost-effective system.

Since an OSEK/VDX OS only offers a limited set

of predefined sampling periods to the control ap-

plications at hand and often the optimal sampling

period for a given control application is not di-

rectly realizable, the conventional way is to use the

largest sampling period offered by the OS that is

Table 1 An example OSEK/VDX OS time table of

applications release.
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smaller than the optimal one. This clearly wastes

computation resources.

A computation-aware controller, on the other

hand, can switch between multiple available

sampling periods offered by the OSEK/VDX OS,

thereby achieving the desired QoC and reducing

processor load simultaneously [17]. However,

the controller design in such cases has to take

into account this switching between sampling

periods and is different from the design outlined

in the section Feedback control systems. Possi-

ble switchings with sampling periods of 2, 5,

and 10 ms on OSEK/VDX OS are illustrated in

Figure 1. For one application, switching between

two sampling periods can only occur at the

common multiple of them. For instance, switch-

ing between 2 and 5 ms is possible at the in-

stants of 10, 20 ms, and so on. Therefore,

possible sequences of sampling periods are

f2 ms; 2 ms; 2 ms; 2 ms; 2 ms; 5 ms; 5 ms; repeatg,
f5 ms; 5 ms; 10 ms; repeatg, and so on.

The schedule f5 ms; 5 ms; 10 ms; repeatg achieves
an average sampling period of 6.67 ms, which reduces

the processor load compared to the schedule with a

constant sampling period of 5 ms and thus saves

computation resources. The challenge is to design a

performance-oriented controller that exploits this

nonuniform sampling but satisfies the requirements

on QoC.

We assume that the cyclic sequence of sam-

pling periods for a control application defines a

schedule S

S ¼ fT1; T2; T3; . . . ; TNg (10)

where 8j 2 f1; 2; . . . ;Ng; Tj 2 �. Dictated by the

schedule S, this boils down to N systems (combi-

nation of plant and controller) switching cyclically

in a deterministic fashion. The dynamics of these

N systems within one cycle of S is given by

x½kþ 1� ¼ AdðT1Þx½k� þ BdðT1Þu½k� 1�
x½kþ 2� ¼ AdðT2Þx½kþ 1� þ BdðT2Þu½k�

..

.

x½kþ N � ¼ AdðTN Þx½kþN�1�þBdðTN Þu½kþN1�: (11)

In order to avoid varying sensor-to-actuator delays,

the actuation occurs at the end of a sampling

period and the sensor-to-actuator delay is equal

to one sampling period. Therefore, x½kþ 1� de-

pends on its previous state x½k� and the control in-

put u½k� 1�, which is computed according

to x½k� 1� and applied at tk. We now introduce

a new state z½k� ¼ x½k� u½k� 1�½ �T . Then, 8j 2
f1; 2; . . . ;Ng

z½kþ j� ¼ AdðTjÞ BdðTjÞ
0 0

" #
z½kþ j � 1�

þ ½0 1�T u½kþ j � 1� (12)

where 0 is a zero vector. The system output is

y½kþ j � 1� ¼ Caugz½kþ j � 1� (13)

where

Caug ¼ ½C 0�: (14)

The control input is designed as

u½kþ j � 1� ¼ Kjz½kþ j � 1� þ Fjr: (15)

Denoting Aaug and Baug as

AaugðTjÞ ¼
AdðTjÞ BdðTjÞ

0 0

" #

BaugðTjÞ ¼ ½0 1�T : (16)

The closed-loop dynamics is

z½kþ j� ¼ AaugðTjÞz½kþ j � 1� þ BaugðTjÞu½k�
¼ ðAaugðTjÞ þ BaugðTjÞKjÞz½kþ j � 1�
þ BaugðTjÞFjr: (17)

We denote the closed-loop system matrix as

Acl;j ¼ AaugðTjÞ þ BaugðTjÞKj : (18)

The poles to be placed are the eigenvalues of Acl;j

(recall the earlier discussion on pole-placement

in the section Feedback control systems). Note

Figure 1. Allowed switching instants among multiple
sampling periods.
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that (13), (15)–(18) are applied for every j in

f1; 2; . . . ;Ng. We now formulate an optimization

problem for the pole placement as

min
D

ts; subject to

ju½k�j � Umax; ts � t0s (19)

where the poles are decision variables and the

settling time ts is to be minimized as the objec-

tive. There are three constraints. First, the input

saturation has to be respected. Second, the set-

tling time requirement has to be satisfied. Third,

D is a domain of poles that ensure the system

stability. Such a constrained nonconvex optimiza-

tion problem with significant nonlinearity can

be solved by heuristics like particle swarm opti-

mization (PSO).

We now show some evaluation results of such a

computation-aware controller using an electrome-

chanical braking (EMB) system. The settling time

requirement t0s is 150 ms. The set of available sam-

pling periods offered by the OSEK/VDX OS in this

case is

� ¼ f1 ms; 2 ms; 5 ms; 10 ms; 20 ms;

50 ms; 100 ms; 200 ms; 500 msg: (20)

As shown in Table 2 and Figure 2, the schedule

S1 ¼ f5 msg cannot meet the settling time require-

ment. The largest sampling period smaller than

5 ms in � is 2 ms. The schedule S2 ¼ f2 msg is

able to fulfil all the requirements. Both of these

cases rely on conventional controller design

as described in the section Feedback control

systems. According to (8), assuming that the

WCET is 0.7 ms, the processor load of S2 is 35%.

Clearly, this number can be unnecessarily large,

preventing more applications from being packed

into the same ECU. We then evaluate the schedule

S0 ¼ f2 ms; 2 ms; 2 ms; 2 ms; 2 ms; 5 ms; 5 ms g
switching between 2 and 5 ms, with the resulting

controller being designed as described in this

section. S0 has a slightly longer settling time than

S2, yet still fulfils the settling time requirement of

150 ms. Extending (8), the processor load is 24.5%,

achieving a 30% reduction compared to S2, and
now allowing more applications to be packed.

While this is one among several possible tech-

niques (e.g., see [18]) to achieve computationally

efficient controllers, it illustrates the need to design

controllers by taking into account the

characteristics and constraints of the implementa-

tion platform, which also holds for other resource

types like memory and communication.

Memory-aware control systems design
Memory and especially on-chip memory on

ECUs substantially increases the ECU cost. In many

automotive setups, the code for different control

applications is stored in a bigger inexpensive flash

memory. Before a particular application is exe-

cuted, its code is fetched from the flash to the on-

chip memory located on the processor. The

smaller the on-chip memory is, the more cost ef-

fective is the ECU. However, the additional latency

involved in fetching the code from the flash mem-

ory deteriorates QoC. The question is, following a

CPS approach, can the control algorithms be de-

signed to mitigate such delays and exploit this

memory hierarchy?

Given a collection of control applications (e.g.,

C1, C2, C3), it is conventional to run the control

loops of them in a round-robin fashion (C1, C2, C3,

C1, C2, C3, . . .). This frequently refreshes the ECU

on-chip memory and the time it takes to fetch a

code from the flash increases its WCET. In order to

address this issue, again a nonuniform sampling

scheme—but one that is different from what

was used in the case of computation-aware

Table 2 Settling time and processor load of three schedules. Bold

numbers indicate that the requirement on settling time is satisfied.

Figure 2. System output of three different schedules.
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controllers—is helpful. Here, the control loop of

each application is consecutively run multiple

times—in order to increase the cache or on-chip

memory reuse, before moving on to the next appli-

cation. For example, C1, C1, C1, C2, C2, C2, C3, C3,

C3, . . ., can be used.

As shown in Figure 3, CiðjÞ denotes the jth exe-

cution of the control application Ci . Before the first

execution Cið1Þ, the cache is either empty (i.e.,

cold cache) or filled with instructions from other

applications, that are not used by Ci (equivalent to

cold cache). The WCETof Cið1Þ can be computed by

a number of existing standard techniques [19]–[21].

Before the second execution Cið2Þ, the instructions

in the cache are from the same application Ci and

thus can be reused. This results in more cache hits

and hence shorter WCET. Depending on which path

the program takes, the amount of WCET reduction

varies. This requires a technique to compute the

guaranteed WCET reduction of Cið2Þ and Cið3Þ, in-
dependent of the path taken. After WCET results are

computed, the control timing parameters (e.g., sam-

pling periods and sensor-to-actuator delays) can be

derived. Now, a controller design technique similar

to the one presented in the section on Computation-

aware control systems design may be used to ex-

ploit the shortened (but nonuniform sampling) pe-

riods and achieve better QoC. Note that in contrast

to conventional control systems design, where uni-

form or constant sampling periods are used, the

nonuniform sampling requires nonstandard design

techniques such as the one outlined in the previous

section.

Communication-aware control systems design
As an example of communication-aware auto-

motive control systems design, we will use a setup

where two ECUs communicate over a FlexRay bus.

Here, a control application is partitioned and

mapped onto these ECUs and control signals have

to be sent over the FlexRay bus. FlexRay supports

both time-triggered (TT) and event-triggered (ET)

or priority-based communication schemes. When

the characteristics of the communication bus are

not considered during the controller design phase,

the controller is designed with assumptions on

timing parameters like sampling periods and

sensor-to-actuator delays, which have to be satis-

fied by the implementation platform. In FlexRay,

the TT communication has deterministic timing be-

havior and results in a constant message delay,

whereas the delay suffered by messages mapped

onto the ET segment varies. There is a tradeoff

between the number of TT slots used and the QoC

[22]. Hence, configuring the FlexRay parameters

appropriately—to ensure certain message delay

constraints—and mapping all control messages to

the TT segment is a straightforward solution. How-

ever, TT slots are considered to be more expensive

and the question is: Given a set of control applica-

tions and their corresponding control signals,

can good QoC be achieved by using fewer TT

slots compared to when all messages are mapped

to TT slots?

In what follows, we describe a scheme that real-

izes this [23]–[25]. Here, control messages are

switched between TT and ET slots. This protocol is

illustrated in Figure 4. If a plant is in the steady

state, i.e., the norm of the system state vector kxk
is less than or equal to a predefined threshold Eth,
ET slots are used for the corresponding control

messages. This is because variable control mes-

sage delays, when the plant is anyway in a steady

state, have little negative influence on QoC. How-

ever, when a disturbance forces the plant out of

the steady state, it is checked whether a free TT

slot is available. If a TT slot is available, then the

control message is switched to such a slot. This TT

slot is then used until the plant returns to the

steady state.

Unlike in the previous two cases of computa-

tion- and memory-aware controller design, in this

case, the switches between TT and ET slots are

not predefined and can happen at arbitrary

Figure 3. Each application is consecu-
tively executed three times. After the first
execution Cið1Þ, some instructions in the
cache can be reused and thus the WCETs
of the following two executions are
shortened, resulting in improved QoC.
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times. This rules out the possibility of designing a

controller for a known schedule, as was done in

the two previous cases. Even when two control-

lers are designed—one for TT and the other for

ET communication—and both are stable, the

overall switched system might become unstable

because of the switching. In this case, either

common quadratic Lyapunov functions or

switched Lyapunov functions need to be used to

guarantee the overall stability of the system [26],

which makes the controller design nontrivial. A

comparison of QoC for pure TT, pure ET and

such a hybrid communication scheme is shown

in Figure 5. Note that the switched hybrid com-

munication scheme results in a shorter settling

time of the system and hence a better perfor-

mance compared to the case where purely ET-

based communication is used. At the same time,

for a collection of control applications, fewer TT

slots are used compared to the case where all con-

trol signals use TT communication.

In addition, the interaction between communi-

cation and control theory has attracted a lot of

attention in general, and also in the context of in-

vehicle communication protocols. One of the is-

sues here is to quantify the tolerable message

loss/delay in the case of distributed controller im-

plementations, while still maintaining control

quality [27]. Once such tolerable loss patterns are

identified, the next issue is to design scheduling

policies that respect such bounds or patterns. A

related question is to verify whether a given

scheduling policy satisfies specified control perfor-

mance constraints [28].

Battery- and reliability-aware
controllers

In the case of EVs, control loops are pow-

ered and actuated (using voltage and current

signals) by a battery pack. Control algorithms

compute the actuation signals which are further

realized by a specific discharging current profile

drawn from the battery pack. A discharging

current profile can be represented by

fðI1; t1Þ; ðI2; t2Þ; . . . ; ðIn; tnÞg where Ii is the current

drawn from the battery at time ti. The amount of

electric charges that can be delivered after a bat-

tery is fully charged is called the full charge ca-

pacity (FCC). The FCC can be approximated by

the following equation for a given discharging cur-

rent profile:

QFCC ¼
Xn
k¼1

Ikðtkþ1 � tkÞ (21)

where the total duration of battery usage isPn
k¼1ðtkþ1 � tkÞ and it is divided into n intervals.

The current Ik is assumed constant between any

interval ðtkþ1 � tkÞ. According to the battery rate

capacity effect, the battery FCC and hence the to-

tal duration of battery usage depends on the dis-

charging current profile [29], [30]. It is desired

that this duration of battery usage is as high as

possible in an EV. A lower Ik over all the intervals

increases the battery usage. For any control loop,

the resulting discharging current profile depends

on the controller gains K and F (as described in

the section Feedback control systems). Usually,

the controller gains that achieve a higher QoC re-

quire a higher current Ik with a worse battery us-

age. A battery-aware design jointly optimizes the

QoC and the battery usage. Toward this, we first

model the relationship between them.

We still consider the settling time ts of a system

as a QoC metric. A shorter ts implies a higher QoC

and requires a higher Ik. The battery usage can be

quantified by the number of times r the control

system can reach a steady state after a disturbance

Figure 4. The hybrid communication protocol.

Figure 5. QoC comparison under different communica-
tion schemes.
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occurs with a fully charged battery pack. That is, r
can be computed by the number of times we can

accommodate ts within the time duration of bat-

tery usage. When the battery only powers the con-

trol task, the following captures the above relation

between battery usage and QoC [31], [32]:

r ¼ aPnsp

k¼1
Ikðtkþ1�tkÞ
ts

� �d

�ts

(22)

where the interval tkþ1 � tk ¼ h is the sampling pe-

riod of the controller. nsp is the total number of

sampling periods within ts, i.e., ts=h. a and d are

experimentally obtained constants. Ultimately, a

battery-aware design obtains the control gains K
and F that maximize r and minimize ts with re-

spect to (22).

Co-optimizing QoC and battery usage
As explained in the section Feedback control

systems, determining the values of the gains K and

F is based on the choice of the desired poles pi , in
order to 1) minimize the settling time ts, and 2)

maximize the battery usage r, based on (22). Usu-

ally, optimization techniques maximize or mini-

mize both objectives and therefore we minimize

f1 ¼ ts and f2 ¼ �r. There can be a number of con-

straints, e.g., physical constraints, to be satisfied.

The design space is continuous with infinite design

choices. Furthermore, there is no relationship be-

tween objectives and decision variables that can

be explicitly formulated. Such optimization prob-

lems can be addressed using heuristics and we

have explored sequential quadratic programming

(SQP) and nondominated sorting genetic algo-

rithms (NSGAs) [33]. We present our results using

them later in this section.

Semiconductor aging effects
As mentioned earlier, automotive ECUs are also

subject to the usual influences of technology scal-

ing, like semiconductor aging. The question is

whether control software can be designed to cope

with these influences. As a processor ages, the

switching time of its transistors increases, resulting

in longer path delays [34]. A common way to deal

with such effects is to reduce the processor’s oper-

ating frequency to ensure that the signal transmis-

sion in any path can be completed within one

clock cycle [35]. Obviously, the WCET of control

tasks gets longer with a lower operating frequency.

Consequently, the sampling period of a control

loop gets longer, potentially degrading the QoC. A

possible approach to aging-aware design is to reop-

timize the control gains K and F taking the longer

sampling period (due to aging and reduced oper-

ating frequency) into account and prevent any

QoC degradation [36]. However, this would result

in increased control effort being required, which

for example in the case of EVs translates into

worse battery usage. But through appropriate opti-

mizations, this impact may be reduced.

Illustrative results: Electric motor control
Here we show typical tradeoffs between QoC

and battery usage, and also how battery usage

slightly deteriorates when a controller has been up-

dated as the underlying processor ages. The gov-

erning dynamics of an electric motor can be

represented in the form of (1)

d
dt

_�

i

" #
¼ � b

J
Kt
J

� Ke
L �RL

" #
_�

i

" #
þ 0

V
L

" #
c

y ¼ ½ 1 0 �
_�

i

" #
(23)

where R and L are resistance and inductance in

the armature circuit, Kt is the motor torque con-

stant, J is the moment of inertia of the motor, and

Ke is the back electromagnetic force constant. A

viscous friction model is assumed and the friction

torque is proportional to the shaft angular velocity
_� by a factor of b. V is the direct current (dc) volt-

age (motor input) provided by the battery pack.

The motor input is adjusted by duty cycle c of the

pulse-width-modulation signals. The electric motor

speed ranges from 4800 to 7200 RPM. The output

target _� is 7200 RPM. The sampling period h of the

system is 0.1 s. Parameters of the entire motor con-

trol system are the same as shown in [31].

Figure 6 shows the results. A battery-aware de-

sign provides a Pareto front between the battery us-

age and QoC. Each point represents a design with

gains K and F . A design point with higher QoC de-

mands more current Ik, resulting in a poor battery

usage. Figure 6 also shows that the effect of aging

can be mitigated by controller (i.e., K and F )
reoptimization. However, the battery usage slightly

deteriorates due to the larger control effort that is

now required.
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Automotive climate control
In this section, we will continue discussing is-

sues in the context of EVs and illustrate how con-

trol strategies in different EV components

influence each other and determine the overall

system performance. In particular, we discuss how

system-level control of multiple EV subsystems

may further improve the reliability and energy effi-

ciency of the EV battery.

Since the energy stored in an EV battery is re-

stricted due to the volume and weight limitations,

the driving range of EVs is today an important con-

cern. Further, the maximum energy that can be

stored in a battery (battery capacity) decreases

over time due to charging–discharging cycles. Typi-

cally, when the battery capacity reaches 80% of its

nominal value from the manufacturing time, the

battery has to be replaced. Controllers for different

EV devices are responsible for monitoring the de-

vice status and controlling the operating variables

in order to improve performance and reliability.

For instance, the temperature and utilization of the

battery cells are monitored and controlled by a

battery management system (BMS). Maintaining

the battery temperature and adjusting the battery

cell utilization improves the battery lifetime and

energy efficiency and thereby the EVs driving

range [37]–[39].

In addition, there are other influences on bat-

tery lifetime and capacity. For instance, a driving

route of an EV affects the power consumption of

the electric motor [40]–[43], and the HVAC also in-

fluences the total power consumption of the EV

[44], [45]. These power requests influence the bat-

tery utilization and temperature and thereby the

battery lifetime and driving range. Therefore, in-

stead of all the subsystems functioning indepen-

dently, having a system-level controller will help in

monitoring and coordinating the influences of

these subsystems, thereby improving the overall

performance and reliability of the EV.

In order to illustrate such a system-level control-

ler, we will focus on automotive climate control.

The HVAC system is monitored and controlled by

the automotive climate control in order to provide

thermal comfort for the passengers. Multiple vari-

ables, e.g., the cabin temperature, ambient temper-

ature, and solar radiation may be monitored and

the HVAC system is controlled accordingly to cool/

heat the cabin. Automotive climate control utilizes

variable-speed fans, valve dampers, and blend

doors to control the airflow. The heater and cooler

in the HVAC system (evaporator, condenser, com-

pressor, etc.) control the air temperature by ex-

changing heat. The percentage of total energy

consumed by the HVAC system in an EV is much

higher than in an internal combustion engine

(ICE) vehicle. As shown in Figure 7, the power

consumption of major devices in an EV and an ICE

vehicle are demonstrated in percentage for differ-

ent temperatures. Note that the HVAC device can

be a major power consumer in the EVs—up to

21% in cold weather. This large amount of HVAC

power consumption may decrease the driving

range and degrade the battery lifetime further. On

the other hand, an HVAC device can be catego-

rized as a flexible load in EVs, since the power

consumption can be adjusted without affecting

any critical functionality.

In order to implement a battery-lifetime-aware

automotive climate control, battery modeling is re-

quired as it describes the changes in the battery

parameters considering different power requests

from the EV, including those from the HVAC. Be-

havioral modeling of a battery cell can be used to

describe its chemical and physical characteristics.

The battery lifetime or state of health (SoH) shows

how much capacity is left in a battery cell com-

pared to its nominal value when it was manufac-

tured. SoH degrades over time and the

degradation rate depends on the stress put on the

battery. For instance, if we consider the battery

state of charge (SoC) which shows the available

charge in the battery, the battery stress can be

modeled by the deviation and average of the SoC

values over a period of a charge–discharge cycle.

The battery SoC changes as the EV is being driven.

The SoC change is due to both, the energy

Figure 6. Battery-aware electric motor control and
reoptimization taking into account the effect of aging.

July/August 2016 101
Authorized licensed use limited to: IEEE Xplore. Downloaded on September 01,2024 at 06:25:53 UTC from IEEE Xplore.  Restrictions apply. 



consumption and generation by the EV. Hence, by

controlling the EV power request we are able to

optimize the average and the deviation of the SoC

while driving, thereby controlling how the battery

degrades over time.

For system-level automotive climate control, bat-

tery characteristics may be leveraged for optimiz-

ing both HVAC operation and the battery lifetime.

The HVAC operation is adjusted such that the

power request from the HVAC device compensates

the electric motor’s power request. This reduces

the stress put on the battery by decreasing the de-

viation of the battery SoC. Hence, both battery life-

time and driving range get improved. It needs to

be noted that adjusting the power request from the

HVAC will affect the cabin temperature and may

decrease the passenger comfort. However, there

should be a limit on the flexibility of the cabin

temperature such that it does not compromise pas-

senger comfort significantly.

Such a system-level battery-lifetime-aware cli-

mate control requires the modeling and estima-

tion of the electric motor’s power request, the

HVAC’s state and power consumption, and the

battery lifetime (see Figure 8). Drive profiles are

used to predict route information such as average

acceleration (�), average speed (v), and route

slope (a). This information is used to estimate the

driving forces on the EV, e.g., aerodynamic drag,

gravitational force, and rolling resistance. The

electric motor generates the propelling force re-

quired to cancel out the driving forces. Hence,

the power request by the electric motor can be

estimated at each time instance. On the other

hand, the HVAC power consumption is estimated

based on the current state of the cabin (Tz), and
the states of the cooling, and heating devices.

Then, the HVAC and electric motor power re-

quests are applied to the battery device model in

order to estimate the total energy consumption

(P), battery SoC, and the battery lifetime or SoH

degradation (5SoH). The value of these state var-

iables such as cabin temperature, total power,

and SoH degradation are estimated by the auto-

motive climate control over a specific control

window (t ! t þ n4 t) in the future. Then, a

model-predictive control algorithm optimizes these

variables in order to both extend the battery life-

time, and improve the driving range. Finally, the

optimized values are applied to the HVAC device

at the next time step (t ! t þ4t).
The benefit of this methodology over currently

existing climate controls is that it offers the capa-

bility of controlling devices in a system while con-

sidering the behavior of other devices that are

being influenced. It may reduce the HVAC con-

sumption when the electric motor is consuming a

higher power and it would pre-cool the cabin (in

case the outside is warmer) before the electric

motor consumption gets higher. In this way, the

electric motor’s consumption would be comple-

mented by the HVAC consumption. Existing cli-

mate controls only monitor the HVAC device status

and cabin conditions, without evaluating the state

Figure 7. Power consumption of devices in EV and ICE vehicle for different ambient
temperatures.
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of the electric motor or the in-

fluence of power consumption

of the battery SoH.

The performance of the

outlined climate control meth-

odology typically depends on

the drive profile of the EV.

Figure 9 shows some results

for different driving profiles

and two different types of

HVAC operation—on/off and

fuzzy based (where the

changes induced by the HAVC

system are more gradual). It

can be seen that the battery--

lifetime-aware climate control

performs better in a drive profile with a higher

fluctuation. This is due to the fact that the model-

predictive control algorithm will compensate the

electrical motor power request by adjusting the

HVAC power in order to reduce battery stress.

Moreover, the performance may vary for different

ambient temperatures. Since the HVAC energy con-

sumption changes for different ambient tempera-

tures, the compensation for the electric motor’s

power request may be different.

Cyber–physical automotive security
With increasing vehicle intelligence and con-

nectivity, security and privacy have become

pressing concerns for automotive systems. In

this section, we will discuss automotive security

challenges and the impor-

tance of using cyber–physical

approaches to address them.

Researchers have shown

that modern vehicles can be

attacked from a variety of in-

terfaces including physical ac-

cess such as OBD-II and USB,

short-range wireless such as

Bluetooth, remote keyless

entry, tire pressure sensors and

RFID car keys, and long-range

wireless channels such as

broadcast channels and ad-

dressable channels [46], [47].

Furthermore, by compromising

a single ECU through some in-

terface, a capable attacker may

gain access to other ECUs via internal communica-

tion buses such as controller area network (CAN),

and attack safety critical subsystems [48], [49].

In [47], Checkoway et al. successfully compro-

mised a production vehicle by hacking into its

engine control system, brake control system, and

other electronic components. The attacks are

conducted through CAN buses using packet sniff-

ing, targeted probing, fuzzing, and reverse

engineering.

To address these security attacks, not only the

various vehicle interfaces need to be protected,

the internal embedded architecture needs to be

hardened with security mechanisms as well,

such as message authentication mechanisms for

CAN [50]–[52] and for time-triggered systems

Figure 8. Battery-lifetime-aware automotive climate control
methodology.

Figure 9. Battery lifetime and HVAC power analysis for different drive
profiles and climates.
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[53]–[56]. However, the presence of tight re-

source constraints, including limited communica-

tion bandwidth and computational resources,

and strict timing requirements for system safety

and performance, makes it difficult or even impos-

sible to add those security mechanisms after the

initial design stages, without violating the system

constraints or impeding the system performance

[57], [58]. In [59], a general security-aware design

methodology is proposed to address automotive

security from early design stages, with the consider-

ation of stringent timing and resource constraints.

The authors propose security-aware mapping

algorithms that can map a software task graph

onto CAN-based or time-division multiple-

access (TDMA)-based platforms, while applying

authentication of bus messages through message

authentication codes (MACs).

The results in [59] demonstrate the importance

of considering security during the design process

rather than trying to add security measurement as

an afterthought. However, it only considers tradi-

tional cybersecurity techniques and will not be

able to defend against physical attacks (e.g., those

that alter sensor inputs by manipulating the physi-

cal environment). The task graph abstraction also

loses important functional information that di-

rectly affects system security, control performance,

and other metrics. To effectively address the auto-

motive security issue, the solution has to start

from the initial model capturing system functional-

ity and has to address both cyber and physical

aspects.

In [60], a cross-layer design framework is pro-

posed to combine control-theoretic methods at

the functional layer and cybersecurity techniques

at the embedded platform layer, and addresses

security together with other design metrics such

as control performance under resource and real-

time constraints. The work proposes a general

framework for cyber–physical systems and then

refines it for automotive systems. It considers mul-

tiple control loops sharing an embedded platform,

with messages transmitted from sensors to control-

lers and from controllers to actuators. Each con-

troller (implemented as a control task) collects

the sensed information, processes it on an ECU

(or ECUs) that might be shared with others, and

sends commands to various actuators.

The control-theoretic methods can detect cyber

or physical attacks based on the analysis of the sys-

tem state and dynamics, while the cybersecurity

techniques can protect against cyber attacks such

as message eavesdropping. However, applying

techniques such as message encryption will intro-

duce computation and communication overhead,

through the elongation of message transmission

time, the additions of decryption tasks, and conse-

quently the elongation of control task execution

time due to resource contention. This will in turn

have a significant impact on system schedulability

and control performance (or QoC).

The proposed framework addresses security,

control performance, and schedulability in a holis-

tic fashion. As shown in Figure 10, control perfor-

mance and system security level are measured at

the functional layer, while schedulability is ana-

lyzed at the embedded platform layer. To bridge

these metrics, a set of interface variables are intro-

duced, specifically the sampling period of every

control task and the selection of messages to be

encrypted. Intuitively, when the sampling period of

a control task increases, its control performance

decreases while platform schedulability increases

with less frequent activation of

the control task. On the other

hand, when the number of

messages being encrypted in-

creases, the system security

level increases while platform

schedulability decreases be-

cause of the increased over-

head. Furthermore, the

sampling periods may have to

increase for schedulability con-

cern thereby worsening the

control performance. These

Figure 10. Control and platform codesign for secure cyber–physical
systems.
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relations are quantitatively modeled in the code-

sign formulation in [60].

A simulated annealing algorithm is proposed

to explore the selection of messages for encryp-

tion and the assignment of task periods based on

the codesign formulation, while quantitatively an-

alyzing the tradeoffs between control perfor-

mance and security level. Figure 11 shows the

Pareto front between the two normalized metrics

for an automotive case study. We can clearly see

the tradeoffs between control performance and

security level. During design, constraints on these

two metrics may be set according to system re-

quirements. The generated Pareto front will pro-

vide a feasible region that is important for

making decision choices. For instance, an exam-

ple feasible region is shown in the figure, under

the requirements that the system control perfor-

mance should be no less than 0.3 and the sys-

tem security level should be no less than 0.3.

Without the codesign approach, it is impossible

to identify the feasible designs under such re-

quirements. Instead, the designers might get a

solution that violates security requirement if

they only optimize for control performance

(Figure 11a), or a solution that violates perfor-

mance requirement if they simply choose to en-

crypt all messages (Figure 11b). This shows the

importance of codesigning security with other

design metrics across functional and embedded

system layers.

WE HAVE DISCUSSED a number of aspects of au-

tomotive cyber–physical systems—starting from

reliably and efficiently implementing control algo-

rithms on distributed automotive E/E architec-

tures, to accounting for battery health and

semiconductor reliability when designing automo-

tive control algorithms, then system-level control

of an HVAC system and the electric motor in an

EV, and finally how to implement automotive se-

curity while accounting for high-level application

performance concerns. In all of these cases, the

underlying message was that an integrated design

of control algorithms and strategies and the em-

bedded hardware/software architecture leads to

improved design, lower costs, and better system

reliability. Such approaches not only need innova-

tions in the domain of embedded systems, but

also new techniques in control theory. We believe

that both these communities will see a surge of

new results in the coming years and will con-

tinue to work together under the umbrella of

cyber–physical systems. The automotive domain,

in our opinion—because of the highly distributed

nature of automotive E/E architectures, the re-

source constraints, and the cost pressures—is

one of the most interesting application domains

for innovating and applying new CPS-oriented de-

sign methods. h
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