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Short-Term Traffic Prediction Based on
Dynamic Tensor Completion
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Abstract—Short-term traffic prediction plays a critical role in
many important applications of intelligent transportation sys-
tems such as traffic congestion control and smart routing, and
numerous methods have been proposed to address this issue in
the literature. However, most, if not all, of them suffer from
the inability to fully use the rich information in traffic data. In
this paper, we present a novel short-term traffic flow prediction
approach based on dynamic tensor completion (DTC), in which
the traffic data are represented as a dynamic tensor pattern, which
is able capture more information of traffic flow than traditional
methods, namely, temporal variabilities, spatial characteristics,
and multimode periodicity. A DTC algorithm is designed to use
the multimode information to forecast traffic flow with a low-rank
constraint. The proposed method is evaluated on real-world data
sets and compared with other state-of-the-art methods, and the ef-
ficacy of the proposed approach is validated on the experiments of
traffic flow prediction, particularly when dealing with incomplete
traffic data.

Index Terms—Short-term traffic flow prediction, multi-mode
information, dynamic tensor completion, missing data.

I. INTRODUCTION

TRAFFIC congestion has become increasingly severe
worldwide. Due to the limitation of ability to increase the

infrastructure and to restrict traveling, as an alternative strategy,
the intelligent transportation systems which aim to enhance the
efficiency of exit transportation system [1], [2] such as traffic
network planning, route planning, and driver assistance systems
[3], [4], have become vital for alleviating traffic congestion,
while the prediction of near-term traffic flow is an important
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part for such system. For example, the information of short-
term traffic flow prediction can be provided to drivers in real-
time to give them realistic estimation of travel data, expected
delays and alternative routes to their destinations. It is believed
that providing drivers with this information can help alleviate
traffic congestion and enhance the performance of the entire
driver–vehicle–road networks [5].

Due to the importance of short-term traffic prediction, a
large number of techniques for short-term traffic flow prediction
have been proposed in the last few decades [6], [7]. Summing
up these prediction models, short-term traffic prediction meth-
ods are usually based on three types of information sources:
temporal variabilities, spatial characteristics and multi-mode
periodicity.

Most of the prediction methods were proposed to utilize the
temporal variabilities to forecast traffic flow, and the traffic data
are always represented as time series. A common example of
such methods is the ARIMA model [8]–[10], which assumes
that the future traffic volume varies linearly according to the
prevailing traffic. To capture the non-linear variation of traffic
flow data, Smith et al. [11] propose the nonparametric models
for traffic flow prediction; Castro-Neto et al. [12] use support
vector regression to utilize the non-linear variation for traffic
prediction. And many neural network models have been pro-
posed to capture the past-future relationship from the training
data [13]–[15]. However, for traffic flow, only using temporal
variation is not sufficient for accurately forecasting, especially
when it is for traffic flow prediction of multiple locations.
To use more information, numerous methods incorporate the
spatial characteristics of traffic flow, including the multivari-
ate time series method [16]–[18] and neural networks with
inputs of spatial information [19]. Generally, such methods
construct traffic flow into 2-way pattern, which reflects both
the temporal variabilities and spatial characteristics of traffic
flow. Compared with prediction models only incorporated with
temporal information, the spatial-temporal approaches usu-
ally achieve better performance. By the way, the 2-way data
pattern also achieves better performance than 1-way pattern
that only using temporal information for missing traffic data
imputation [20]–[22].

Another basic property of traffic flow data is the temporal
periodic characteristics. For example, there is strong periodicity
over a 24-hour period for weekdays. Some research studies
have indicated that prediction performance can be notably
improved by utilizing these periodic characteristics [23]. To
address these periodic characteristics, many methods con-
sidering periodicity have been proposed. Williams and Hoel
[24] proposed seasonal ARIMA to forecast traffic flow and it
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outperforms the ARIMA models by taking the seasonal trend of
traffic flow into account. Hong [25] developed a seasonal SVR
model to forecast traffic flow. A comparison and integrated
study on periodicity modeling of traffic flow time series can be
found in [26]. And several hybrid methods have been proposed,
the popular and prevailing strategy is the combination of a
conventional prediction models and a method that can capture
the periodicity of data [14], [27], [28].

While all the previously mentioned prediction approaches
are powerful and useful methods for traffic flow prediction,
they also have some drawbacks facing with complex traffic
flow data pattern that have a multi-mode structure(time, space,
week, day, et al.) [29]–[31]. Generally, the more the multi-mode
information prediction method incorporated, the more accurate
the prediction method is. For example, prediction model with
both spatial mode and temporal mode information outperforms
the prediction model purely exploiting temporal information,
and the performance of prediction method can be improved by
utilizing the week mode and day mode periodicity. However,
most of the conventional prediction methods construct traffic
data into time series (1-way) or matrix pattern (2-way) [32].
The one-way vector and two way pattern only mine limited
mode characteristics because the mode number of traffic flow
data is more than the mode dimension of matrix pattern (2-way).
In order to mine more multi-mode information under the um-
brella of one-way and two-way data structure pattern, many
research studies propose hybrid models to forecast short-term
traffic flow. Although some hybrid methods achieve promising
performance, the combination rule of different methods is
difficult to determine and the combination may add complexity
to the prediction model. In view of these deficiencies, this paper
focuses on developing a method that can make full use of the
multi-mode information of traffic data to improve short-term
traffic flow prediction.

In the last decades, one of the most popular method to char-
acterize the data with multi-mode structure is to construct such
data into tensor (multi-way array), which is the multi-way gen-
eralizations of vector and matrix [33]–[35]. It has been shown
in numerous research areas, including face recognition [36],
social networks [37], video processing [38] and neuroscience
[39]. Constructing data with multi-mode structure into tensor
pattern with advantages over 1-way and 2-way pattern in terms
of extension of the multi-mode structure utilization capability.
Particularly, recent studies show that the tensor-based methods
outperform 1-way and 2-way based methods for missing traffic
data imputation [29] and recovery of traffic data with outliers
[40]. Recently, there are attempts to develop tensor decom-
position algorithm for traffic speed prediction. In [41], the
tensor decomposition is utilized to provide a low-dimensional
representation of traffic state. The solution of traffic prediction
in [41] is a combination of tensor decomposition and SVR. It
should be noted that the application of tensor decomposition
in [41] was focused on the low-dimensional representation of
traffic state. And this method did not consider the problem of
missing data, which is a major issue in traffic data sets.

Motivated by the success of tensor-based methods, which
consider the multi-mode information of traffic data in the
area of traffic data processing, we adopt the dynamic tensor

pattern to model traffic flow data for short-term traffic data and
propose a novel dynamic tensor completion method (DTC).
DTC can utilize the temporal mode, spatial mode, day mode
and week mode information of traffic flow data. Also, we
use a tensor completion method, which is believed to be one
of the best multi-way unknown data estimation method [42],
[44]. Consequently, the proposed model accurately forecasts
the near-term traffic flow with the multi-mode information.
For evaluation, the proposed method is tested on real-world
data sets and compared with other classic prediction models.
The experimental results show that the proposed DTC achieves
satisfactory performance. In summary, this paper first proposes
dynamic tensor completion (DTC) for forecasting the data
with multi-mode structure, then a dynamic tensor completion
algorithm using the multi-mode low-rank properties is proposed
to estimate the unknown data, and it is further demonstrated that
the proposed method can still accurately forecast traffic data on
a data sets with missing data.

The main contributions of this paper include the following

1) We proposed a dynamic tensor completion method deal-
ing with dynamic tensor stream constructed from time
series with multi-mode structure. The tensor completion
problem is solved by fast matrix factorization. It con-
trasts to our previous tensor completion models such as
reported in [29], [40] and [45], where, static tensor, not
dynamic tensor, model was used.

2) The dynamic tensor completion method is applied to
short-term traffic flow prediction. The prediction is purely
fulfilled by tensor completion without a training process
of the predictors. And it can effectively deal with missing
data issues.

3) We designed a dynamic traffic flow tensor model accord-
ing to the multi-mode correlations of traffic flow data.
And we use a method to dynamically find the suitable
low-n-rank of the dynamic tensor model.

The rest of this paper is organized as follows. The nec-
essary theoretical background is introduced in Section II.
Section III presents the dynamic tensor completion based pre-
diction method. Experiments are reported in Section IV to
verify the applicability and effectiveness of our dynamic tensor
completion method with real traffic data obtained from PeMS
[47] System. Section V gives some further discussion of the
proposed method. Then, in Section VI, we sum up our method
and discuss the future research direction.

II. THEORETICAL BACKGROUND

A. Tensor Basics

Multiway arrays, also referred to as tensors, are higher-order
generalizations of vectors and matrices. Higher-order arrays are
represented as X ∈ RI1×I2×,...,IN , where the order of X is N .
Each dimension of a multiway array is called a mode [48]. The
mode-n unfolding (also called matricization or flattening) of a
tensorX∈RI1×I2×,...,IN is defined as unfolding (X, n)=X(n),
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where the tensor element (i1, i2, . . . , in) is mapped to the
matrix element (in, j), where

j = 1 +
N∑

k=1
k �=n

(ik − 1)Jk with Jk =
k−1∏

m=1.m �=n

Im. (1)

Therefore, X(n) ∈ RIN×J , where J =
∏k−1

k=1.k �=n Ik . The n-
rank of a N-dimensional tensor X ∈ RI1×I2×,...,IN , denoted by
R(n), is the rank of the mode-n unfolding matrix X(n).

The inner product of two same-size tensors A,B ∈
RI1×I2×,...,IN is defined as the sum of the products of their
entries, i.e.,

(A,B) =
∑
i1

∑
i2

. . . . . .
∑
in

ai1,...,ik,...,inbi1,...,ik,...,in . (2)

The corresponding Frobenius norm is ‖X‖F =
√
(X,X).

For any 1 ≤ n ≤ N , the n-mode (matrix) product of a tensor
A ∈ RI1×I2×,...,IN with a matrix M ∈ RJ×In is denoted by
A×n M . In terms of flattened matrix, the n-mode product can
be expressed as

Y = A×n M ⇐⇒ Y(n) = MA(n). (3)

Let AW be the I1 × I2×, . . . , IN observed tensor that stores
all the observed values, such that

AW =

{
ai1,...,ik,...,in if (i1, . . . , ik, . . . , in) ∈ W

0 otherwise.
(4)

In tensor completion, a subset of the entries of the tensor A
is given, and under the low-n-rank assumption, the unknown
entries are deduced by taking advantage of a global property of
the data [29], [42], [49], [50]:

min
A∈T

N∑
i1

rank
(
A(i)

)
s.t. AW = TW. (5)

B. Dynamic Tensor Model

Dynamic tensor is a data model to represent a multi-mode
stream that grows incrementally over time, see [51] and [52] for
example. The tensor stream can be defined as:

Tensor Stream: A sequence of mth-order tensors X1,X2,
. . . ,XT, where each Xt ∈ RI1×I2×,...,Im(1 ≤ t ≤ T ), is
called a m+ 1th order tensor stream if T is the maximum index
that increases with time.

As Fig. 1 shows, the tensor stream is considered to be
incrementally growing over time. And XT is the latest tensor
in the stream.

In many cases, it is not necessary to use all of the tensors in
the tensor stream. A tensor window can be used to localize the
tensor stream into a smaller tensor sequence with size W at time
t, where the tensor window D(t, w) = {X(T−w+1), . . . ,XT}
with each Xt ∈ RI1×I2×,...,Im+1 . Fig. 2 gives a abridged gen-
eral view of sliding tensor window.

For the dimensionality reduction and feature extraction of
the tensor stream, the tensor stream decomposition generated
from PCA [53] can be used. In general, the tensors in the

Fig. 1. A 3-order tensor stream: The multimode data are growing incrementally
over time.

Fig. 2. Tensor windows: The tensor stream can be handle separately by using
a tensor window.

Fig. 3. The decomposition of a 3-order tensor stream.

tensor stream can be explained by M mode factors (basis
matrices) Um ∈ RIm×Jm giving features represented by core
tensors Gt. The decomposition of a the tensor stream Xt can be
expressed as:

Xt = Gt ×1 U(1) ×2 U(2), . . . ,×MU(M) +Et (6)

where the compressed core tensor Gt ∈ RJ1×J2,...,×JM repre-
senting features is of a much lower dimension than the raw data
tensor Xt. Each entry of the core tensor Gt is an individual
feature, and expresses the strength of interaction among basis
components in different mode factors. Fig. 3 shows an example
of decomposition over a sequences of third-order tensor stream.

III. PREDICTION METHOD

A. Dynamic Tensor Model for Traffic Flow

The dynamic tensor model for traffic flow is presented in this
section. For many spatial-temporal methods, they suppose that
the future traffic volume strongly depends on current and past
volume of that location and its neighbors [16]. Suppose we need
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Fig. 4. The dynamic matrix model of the prediction method: The sampling
interval is 5 min, the horizon of past value m is 11 (8:30 9:20), and the
prediction horizon h is 9 (9:25 9:45).

to forecast traffic volume of p locations {si}pi=1, during the
discrete interval (tj , tj + βt, . . . , tj + hβt). βt is the sampling
interval, h is the prediction horizon. The historical traffic flow
data of p locations {si}pi=1, during the (tj , tj − βt, . . . , tj −
mβt) can be used as inputs for generating prediction for traf-
fic flow of (tj , tj + βt, . . . , tj + hβt). From the view of data
modeling, the data model of such prediction methods can be
expressed as a dynamic matrix model (see Fig. 4). And the goal
of such method methods is to find the relationship function f
between current/past traffic data and the future traffic volume
such that:

ZW = f(ZW ) (7)

where W ∈ Rp×h, ZW ∈ Rp×m. The horizon m determines
the horizon of the past value of locations {si}pi=1, which are
used for forecasting h steps ahead volume values of {si}pi=1.
W is the complement set of W .

Nevertheless, the matrix pattern only covers limited multi-
mode information of traffic flow data. For example, the matrix
pattern in Fig. 4 can represent the traffic flow at some sampling
intervals location by location. However, it does not incorporate
the traffic data periodic at different sampling intervals, such as
day by day and week by week, simultaneously. To tackle this
shortcoming of matrix pattern, we construct a 4-way tensor
model Zt ∈ Rp×w×d×i(m+h) that is incorporated with the
day mode information and week mode information from the
same time interval of several past weeks. w is the number of
historical weeks, d is the number of historical days (a week has
7 days), i is the number of intervals (m+ h). Fig. 5 gives an
example of such a tensor pattern, and it is clear that the tensor
pattern covers the week, day, space and time mode information
of traffic flow data.

In real time, the prediction can be implemented from a traffic
flow dynamic tensor window of width (m+ h) on time dimen-
sion and a corresponding tensor (see Fig. 2). For any traffic
flow dynamic tensor window, the traffic data in the prediction
horizon can then be predicted based on newly available data, so
the prediction problem can be expressed as:

ZWt
t = f

(
ZWt
t

)
for t = 1, 2, . . . , n (8)

The prediction problem is then transformed into a dynamic
tensor completion problem using Equation (8). And in this

paper, the size of dynamic tensor window is selected as fol-
lowing: Some studies [32] suggested that five or six weeks
were a suitable amount of historical data for prediction and a
number of days greater than six provided no improvement in
results. Thus, the week mode dimension of traffic flow dynamic
tensor window is w = 5 or 6. Some research studies [23], [32]
suggest to discard the weekend data to run the prediction.
However, discarding the weekends would weaken the week
mode periodicity. Our goal is to make full use the information
from day mode, week mode, location mode and time mode to
forecast traffic flow. So the weekends will retain in the dynamic
tensor pattern. Day dimension d is set to 7 for our methods,
since one week has seven days. It was found in many literatures
[12], [13], [23], [32] that a prediction horizon less than 1 h based
on 30 min–1 h of available new data obtain a good accuracy for
many methods. This choice of horizon is also applied for the
proposed dynamic tensor completion method. For example, the
historical data width on time dimension m is set to 6 18 and
prediction horizon width h is set to 1 12 for a 5-min aggregated
traffic flow data.

B. Dynamic Tensor Completion Algorithm

We give the dynamic tensor completion algorithm for short-
term traffic flow prediction in this section. A series of studies
were carried out in multi-dimension data to find a fast and
reliable method that combines and utilizes the multi-mode
information for estimating unknown entries of tensor [29],
[42], [44], [54]. Tensor-based unknown data estimation meth-
ods can capture the global structure of the data via a high-
order decomposition. In particular, the most widely used tensor
decomposition methods, such as CP decomposition [44] and
Tucker decomposition [29], [45], [46], have great ability for
multidimensional modeling with many advantages such as fast
convergence, high accuracy, and low computational efforts for
tensor completion problem [55]. Different from the typical CP
and Tucker decomposition, this paper focuses on the decom-
position of a dynamic tensor pattern with multi-linear low-n-
rank. And many completion methods using the nuclear norm to
approximate the n-rank of tensors [42], [49], [54], [56]. In this
paper, we use a low-rank matrix factorization model, which has
been proved to be faster than many nuclear-norm minimization
problems for matrix completion problem [57], to estimate the
unknown entries of tensor. The deviation of our algorithm is
given as follows:

Suppose that traffic flow dynamic tensor window Zt has a
rank-group of (J1, J2, J3, J4) for the location, week, day and
interval mode with observed entries Wt. The deviation starts
with the following optimization problem:

min
Z(i)

4∑
i

PW (i)

∥∥Z(i) −AiYi

∥∥2
F

(9)

where Ai ∈ Rmi×Ji , Yi ∈ RJi×Ii ; Ji is the mode-n rank of
tensor stream Zt, mi is the column of Z(i). Ii is the row of Z(i)

that equal to the length of the ith dimension of tensor stream Zt.
PW (i)

is the projection which makes the element out of W (i)

vanishing.
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Fig. 5. The dynamic tensor model Zt for traffic flow data: The same time periods of past weeks are used to construct the tensor model. (The prediction horizons
of each location in this tensor are unknown.)

Because Z(i) (i = 1, 2, . . . , N) are generated from i-mode
unfoldings of tensor Zt, the problem in Equation (9) is difficult
to solve due to the interdependent Frobenius norm constraints
of Z(i) (i = 1, 2, . . . , N). To simplify the formulation, we
introduce additional matrices M1,Mn and obtain the following
equivalent formulation (10):

min
Z(i),Mi

4∑
i

PW (i)
‖Mi −AiYi‖2F

s:t PW (i)
(Mi) = PW (i)

(
Z(i)

)
. (10)

The Frobenius norm are still not independent because of the
equality constrain PW (i)

(Mi) = PW (i)
(Z(i)). Thus we relax

the equality constrain by PW (i)
‖Mi − Z(i)‖2F ≤ di as Eq (11),

so that we can independently solve each subproblem later on

min
Z(i),Mi,Ai,Yi

4∑
i

αiPW (i)
‖Mi −AiYi‖2F

+ βiPW (i)

∥∥Mi − Z(i)

∥∥2

F
. (11)

Then we propose to employ block coordinate descent (BCD)
[58] for the optimization problem in (11), The basic idea
of block coordinate descent is to optimize a group of vari-
ables while fixing the other groups. We divide the variables
into 13 groups: Z, A1, A2, . . . , A4, Y1, Y2, . . . , Y4, M1,M2,
. . . ,M4. And these variables are solved by each subproblem:

Computing Ai: Ai ← MiY
†
i

Computing Yi: Yi ← A†
iMi

Computing Z: Z←ZW + PW(i)
(
∑m

i βifold(Mi)/
∑m

i βi)
ComputingMi: Ti = ((αiAiYi + βiZ(i))/(αi + βi))Mi ←
Ti + PW (i)

(Z(i) − Ti).

In addition to the optimization problem, another problem
is how adaptively choose n-mode rank (J1, J2, J3, J4) for the
prediction model. In the short-term traffic flow prediction,
tensor data in each step will be updated dynamically. To exploit
the latest information of traffic flow and hence to improve the
performance of traffic prediction, it is necessary to adaptively
determine the n-mode tensor rank for each updated tensor.
Determining the n-mode rank of a tensor is still a challenging

problem. Nowadays’ approaches such as the DIFFerence in Fit
DIFFIT [59], numerical convex hull (NumConvHull) [60] and
Automatic relevance determination [61] are computationally
expensive and too many models have to be evaluated. In our
method, a simple and fast approach, quotient of differences in
additional values (QDA) [62], is applied to adaptively deter-
mine the n-mode rank. For each mode matricization, the QDA
is to find the value of Jm that maximizes,

a(Jm) =
λJm

− λJm+1

λJm+1
− λJm+2

for all λJm
> mean(λ) (12)

where λ(Jm) is the eigenvalue associated with the Jmth compo-
nent in a 2-way PCA (eigenvalue decomposition of correlation
coefficient matrix) of each mode matricization. It should be
noted that the n-mode rank is calculated on the subset p×
w × d×m of the dynamic tensor pattern, which means that
the complement set contains unknown future value is not used
for determining the n-mode rank. Then, the determined n-mode
rank is fed to DTC. In this paper, the n-mode rank is re-
estimated by QDA every 30 minutes.

For initiation of the algorithm, because the multi-mode prop-
erty of traffic flow dynamic tensor windows between neigh-
boring interval are similar, it is not necessary to randomly
initiate Yi(t) for every traffic flow dynamic tensor window.
Thus Yi(t+ 1) are initiated as Yi(t) when t = 2, 3, . . . , T . The
pseudo-code of the DTC method is given in Algorithm 1.
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Fig. 6. The locations of this study: These detectors are located on a freeway
corridor.

IV. EXPERIMENT RESULTS AND ANALYSES

A. The Test Data

To provide a fair comparison, the Performance Measurement
System (PeMS) open-access traffic flow datasets [47] are used
for this study. The objective of the PeMS project is to collect
real-time freeway data from freeways in California and to
measure traffic performance.

The particular dataset used in this paper was collected
from the adjacent stations located at south bound freeway
SR99, District 10, Stanislaus County, California (Fig. 6).
The index numbers of these detectors are 1017510, 1017610,
1017710, 1017810, 1017910, 1018110, 1018210, 1018310,
1018410, 1018510, and 1018610. The sampling period is from
March 1, 2011 to May 29, 2011. Our analysis is based on
the archived 5-minute historical data. Model calibration for
some conventional methods is carried out using the data from
March 1, 2011 to April 15, 2011, and the traffic data from
April 16, 2011 to May 30, 2011 are used for evaluating the
prediction performance. The missing data (about 2%) have been
imputed by built-in imputation methodology of PeMS. Since
the negligible missing ratio, the data set after imputation by
PeMS is regarded as an approximately complete data set and
used as ground truth in this study.

B. Performance Indexes

In this paper, the mean absolute percentage error (MAPE)
is used to compare the performance of traffic forecasting.
However, the MAPE will be lower if the traffic volumes are
higher. In observance of this, this paper also applies the mean
absolute error (MAE) as a complementary measure for MAPE.

MAE =
1
n

n∑
t=1

|zt −Nt| (13)

MAPE =
1
n

n∑
t=1

|zt −Nt|
Nt

× 100% (14)

where zt = predicted traffic flow for observation t; Nt =
actual traffic flow for observation t; n=number of predictions.

C. Experiment Results

In this section, we compare tensor completion based method
with ARIMA [23] (prediction with temporal variabilities),
spectral analysis [32] (prediction with temporal variabilities

TABLE I
RESULT COMPARISON

and week mode periodicity). Also, the prediction performance
based on 3-way tensor pattern without spatial information and
4-way tensor pattern with global information are compared.
Comparing the performance of different forecasting methods
is difficult as their objectives can differ considerably from one
to another. Since this paper aims at higher prediction accuracy,
the performance can be compared roughly under an equivalent
condition.

An important problem is the selection of the optimal ag-
gregation time scale for short-term traffic prediction models.
Generally, at intervals shorter than 3 min, strong fluctuations are
present in traffic flows, which will cause a decline of predictable
information [63]; however, the local information within the time
interval will also be lost at longer intervals [64]. Considering all
factors, the aggregation time scale of traffic volume data is set
to 5 min in this paper.

For ARIMA, the Alaike Information Criterion (AIC) is used
to measure the goodness of fit for the ARIMA models. And
the same day in six different weeks are used as historical days
for spectral analysis to run the prediction on that day in the
current week. The size of 3-way tensor pattern for dynamic
tensor completion (DTC) is 7(weeks)× 7(days)× 7(intervals)
on 5 min scale. For the 4-way tensor with spatial information,
the size of dynamic tensor pattern is set to 11 × 7 × 7 × 7. The
mode-n-ranks are estimated by QDA. The results without QDA
are also given for comparison. The weighted parameters α and
β are set as [1, 10, 200, 1] and [100, 100, 100, 100] for 4-way
tensor pattern and [10, 200, 1] and [100, 100, 100] for 3-way
tensor pattern. The comparison are conducted on a one-step
ahead prediction horizon.

All methods are run with Matlab on a Windows Workstation
with a Dual-Core Intel(R) Core(TM) 2.50 GHZ CPU and 4 GB
RAM. Table I gives the overall results for all the methods.

The results illustrate that the overall results of proposed pre-
diction model DTC is better than matrix-pattern based spectral
analysis method and one-way vector-based ARIMA method.
The reason is that the proposed DTC method utilizes the
information of multiple modes simultaneously, while spectral
analysis method only exploits correlations in day and interval
modes, and ARIMA only covers interval correlation. Unlike
conventional methods, DTC requires neither training process
nor a large amount of data for model calibration. For 3-way
tensor model, only 7 × 7 × 7 − 1 = 342 historical data points
are sufficient to perform reliable prediction.

From Table I, it is easy to see that DTC with and/or without
QDA outperforms traditional methods, and DTC with QDA is
better than DTC with empirical mode-n-rank. For DTC without
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Fig. 7. The prediction results of 4-way DTC. (a) Workdays. (b) Weekends.

Fig. 8. Prediction results of different horizons: The longer horizon does not lower down much of the prediction accuracy. (a) MAPEs. (b) MAEs.

QDA, all possible n-rank from (2, 1, 1) to (4, 4, 4) for 3-way
tensor and from (2, 1, 1, 1) to (4, 4, 4, 4) for 4-way tensor
have been investigated, and n-rank (2, 1, 2) and (2, 2, 1, 3)
listed in table achieves the best performance. This observation
indicates that QDA can help effectively capture the time-
varying structure of a dynamic tensor, and hence leads to a
better performance.

Fig. 7 gives parts prediction results and prediction errors of
4-way DTC on workdays and weekends. As shown in Fig. 7,
DTC exhibits reliable prediction results on both workdays and
weekends. The overall accuracy of night traffic flow is higher
than that of daytime traffic flow. Nevertheless, as the same as
other prediction methods, the accuracy of DTC slightly declines
when traffic flow is sharply changed, which will be a focus of
our future research.

V. FURTHER DISCUSSION

The previous experimental comparisons and conclusions
were drawn based on the predictions of the one-step ahead
horizon prediction and all experiment are made under complete
dataset. In this section, we give some further discussion includ-
ing prediction with longer horizon, prediction under missing
data and the computation complexity about DTC to show the
superiority of DTC.

A. Longer Horizon Prediction

Predicting traffic flow on several time horizons in the future
allows for a wider range of applications to make use of the

Fig. 9. The MAE curves of different methods under various missing ratios.

predictions. For DTC, predicting a longer horizon only means
that more entries of real-time tensor pattern are set to unknown.
Simply, for a prediction horizon of 15 min with 5 min scale
data, the first 6 data points are used to forecast the 7–9th data
points (horizon of 15 min) and the 7–9th data points are set
to unknown in the dynamic tensor pattern. Then, the 9-period
tensor window of size 11 × 7 × 7 × 9 incorporates the 7–9th
data points and the model is refit to forecast the 10–12th data
points. The MAPEs and MAEs of such a dynamic tensor with
horizons of 5 min (1-step), 15 min (3-step), 30 min (6-step) and
45 min (9-step) are given in Fig. 8.

It can be found that the longer horizon did not deteriorate
the prediction accuracy significantly. Even when the prediction
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Fig. 10. A comparison between DTC and ARIMA(PPCA) under 50% missing data. Two examples from noon and morning peak hours. It can be found that DTC
is more reliable with missing data of high ratio.

horizon reaches 45 min (9-step ahead), the MAPE and MAE
of DTC is 10.61% and 14.1113 respectively. It is not much
bigger than that of 9.01% and 12.9410 for 1-step horizon ahead
prediction. It implies that the performance of the DTC is not
closely related to the prediction horizon. The reason is that
the tensor completion methods, which makes full use of the
global information of the multi-mode data, can still accurately
estimate the unknown data even when large number of entries
are unavailable.

B. Prediction Under Missing Data

As discussed in [23], [24], [65],short-term traffic prediction
on incomplete data is a challenge with strong and very urgent
practicality. Different from traditional prediction models that
processing missing data imputation and traffic flow prediction
in different framework, dynamic tensor completion can impute
missing data and forecast traffic flow simultaneously, which
means that DTC can forecast traffic flow without pre-processing
of missing traffic data. For DTC, the missing data contained
within tensor pattern is set to unknown together with the
data within prediction horizon, and then estimated by dynamic
tensor completion in each step.

In the experiment, DTC is compared with ARIMA where the
missing data are imputed by online-PPCA(a matrix data pattern
based missing data imputation approach) [66] and ARIMA
model that use historical mean data to substitute missing data
[65] (our method is different from the method in [65], we use
mean of same interval traffic flow rather than the mean of all the
traffic flow). The total missing ratio is set to a number in [10%,
50%] to better test the relationship of prediction performance
and missing ratio. since every random missing case gives
different result, ten times of experiments are conducted for a
single missing ratio, and then the average MAPEs and MAEs
for different ratios are given. And in the experiment, both the
historical datasets and test datasets contain missing data. We
also test an extreme missing data case where several days’
traffic data of a one location are all missing. In the extreme
case, the traffic data from April 18, 2011 to April 24, 2011 for
location 1 are set to missing for testing. The results of random
case are given in Figs. 9 and 10.

From Fig. 9, it can be found that the MAE curve of DTC
rises gradually as the missing ratio increases and DTC achieves

TABLE II
THE MAES OF DTC AND ARIMA(MEAN) FOR

CONSECUTIVELY MISSING DAYS

the lowest error in all missing ratio. Whereas the two ARIMA
models deteriorate when missing ratio is higher than 30%. This
is reasonable due to the fact that tensor pattern is more robust
under high missing ratio. Fig. 10 gives a comparison between
under 50% missing data. It can be found that DTC is more
reliable with missing data of high ratio.

For extreme case, the missing data is set from 1 to 7 days.
Table II shows the MAPEs and MAEs of DTC within the
missing period (April 18, 2011 to April 24, 2011) for location 7.
and Fig. 11 shows the performance results against raw data
when all traffic data from April 18, 2011 to April 24, 2011
are all missing. Notice that the matrix-based method (PPCA)
cannot fulfill the work when one or several days of traffic
volume data are missing. The underlying reason is related to the
coherence in matrix decomposition, namely, a matrix can never
be recovered if there are the whole missing row (or a column) of
a matrix [67]. Since the extreme missing case is corresponding
to one or several rows missing in matrix pattern, which makes
online-PPCA fail to handle missing data, the results of ARIMA
method handle missing data by online-PPCA is not given in this
paper.

As shown in Table II and Fig. 11, the traffic data under miss-
ing data within 7 consecutive days can be accurately predicted
by the proposed method. The errors are growing slowly with
the number of missing days. Even when 7 days’ traffic data
are all missing, the most prediction results are still reliable
except some abnormal pattern of weekends. The main reason
is that DTC can automatically use others’ mode information
to estimate traffic data when one or two mode information are
lost. Under this case several day mode information and time
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Fig. 11. The prediction results of the missing periods (the 7 days’ traffic data
are all missing).

mode information are lost when 7 consecutive days’ traffic
data are missing. But DTC can still successfully work with
week mode and space mode information of traffic data. In
contrast, the matrix pattern (PPCA) only utilizes time mode and
day mode information fails to handle missing data under this
extreme case.

C. Computation Complexity of DTC Approach

One of the advantages of DTC over many conventional
models is that dynamic tensor pattern can capture multi-mode
information effectively on a smaller data set. Unlike conven-
tional methods, DTC requires neither training process nor a
large amount of data for model calibration. The results show
that 7 × 7 × 7 − 1 historical data is sufficient for the proposed
method to perform reliable prediction in each step. The running
time of DTC promises real-time prediction. The experiments
mentioned before were running on a 64-bit machine with 4-GB
memory and MATLAB 2012b environment. Average running
time using DTC (spatial-temporal tensor pattern with QDA)
for each step is about 0.6 seconds, with 500 maximal iteration
and 1e− 5 tolerance. The reason is that the tensor pattern is
dramatically reduced by the dynamic tensor approach, and the
proposed tensor completion approach is based on a fast matrix
factorization approach.

The rank-group (J1, J2, Jm) also controls the computation
complexity of DTC. In out works, the rank-group are deter-
mined by QDA in each step. We test many fixed rank-groups
for DTC. It is found that the rank of [2, 2, 1, 3] achieve
the best performance for the 4-way dynamic tensor of size
11 × 7 × 7 × 7. It indicates that the traffic flow data has a low-
n-rank property over the space, day, week and time mode. We
also had investigated different datasets from the PeMS. The
results are similar and DTC also provides reliable results.

VI. CONCLUSION

In this paper, we proposed a novel data prediction method,
namely Dynamic Tensor Completion (DTC). The proposed
DTC makes an effective use of multi-mode periodicity such
as daily and weekly periodicity, spatial information as well as
temporal variations of traffic flow by representing traffic infor-
mation as dynamic tensor pattern and estimating future traffic

under the low-n-rank assumption. Experiments on benchmark
datasets show that DTC outperforms conventional vector-based
and matrix-based prediction approaches in terms of prediction
accuracy. Besides, another important advantage is that DTC
is able to accurately forecast traffic flow with missing data.
This makes DTC useful for practical ITS applications, since
that real data collection always suffer from unreliability and
dysfunction, which easily make the collected data incomplete.
Moreover, the experimental results show that the speed of
DTC meets the online prediction requirement. For future work,
our approach might be improved by considering non-linear
factorization of tensor based traffic data. The potential difficulty
of scalability of our method lies in how to adapt our method on
traffic flow prediction of transportation network. In such case,
the size of tensor and the amount of missing data in dynamic
tensor will be very large and the tensor completion method
proposed in this paper might not be suited. The combination
of tensor completion and recently proposed tensor network
concepts [68] may provide a potential solution. Also, we think
that giving the spatial information such as the distance between
locations and the number of lanes is very important, and it is
our future work.
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