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Abstract—We present in this paper a stochastic flow-level
network model for the performance evaluation of IP networks
with multiple bottlenecks supporting short-lived and long-lived
TCP flows. Flow-level network models are efficient at estimating
the mean bandwidth of TCP flows in various topologies, but
they are generally limited to the study of infinite flows. This
paper extends such models in order to evaluate short-lived
flows alternating between idle and active periods where data
of random size is transferred. We study the interaction between
multiple flows and derive mean bandwidths, durations of file
transfer or average number of active flows. We first study a
single bottleneck, and then extend our analysis to networks with
multiple bottlenecks as well as the effect of slow-start. We apply
our results to various networks and assess the accuracy of our
approach by comparing our analytical results with results of the
discrete event simulator ns-2.

Index Terms—Performance evaluation, TCP, Quality of Service

I. INTRODUCTION

Models of TCP behavior have been proposed and studied
for more than a decade. Such models are crucial for network
planning and resources allocation, and need to take into con-
sideration the current use of network protocols. The purpose
of this paper is to provide a framework for the evaluation
of short-lived TCP flows on Ethernet networks with multiple
bottlenecks. While the study of statistical bandwidth sharing
of TCP and elastic flows is not new, previous models are often
limited to the study of networks with a single bottleneck or
use unrealistic model of TCP bandwidth sharing. By basing
our work on flow-level network modeling, we are able to
extend our results to more detailed systems, namely packet
scheduling algorithms, fixed-rate flows, as well as effects of
TCP acknowledgments.

By short-lived or ON/OFF TCP flows, we mean flows
alternating between OFF periods of random duration, and ON
periods with transfers of data of random size. A flow becomes
idle only once it has finished transferring its message. Our
aim is to predict the throughput of individual flows, average
durations for transferring a file, average numbers of concurrent
users on the studied links, as well as other parameters such as
average round-trip times, drop probabilities and queue sizes.

Flow-level network modeling is based on previous effort
on TCP packet-level models, where the throughput of TCP is
modeled as a function of loss probability and round-trip time,

such as the so-called PFTK model [1]. Using those models
with models of queue behavior, flow-level models have been
proposed, such as the early work presented in [2], [3] or [4].

Our contribution is the extension of traditional flow-level
network modeling as presented in [5], initially limited to
infinite flows, to the study of ON/OFF TCP flows. We aim
at modeling the following features: key properties of TCP
like slow-start and congestion-avoidance phases, distributions
of file sizes and think time, network parameters such as
drop probability and RTT, as well as applicability to multiple
bottleneck topologies. Numerical results of our model are
compared with ns-2 simulations.

II. RELATED WORK

While the majority of flow-level models are dedicated to the
study of infinite TCP flows, some extensions have already been
proposed to include short-lived flows. The model introduced in
[3] is limited to flows without any idle period. [6] introduced
briefly a way to analyze short-lived TCP flows, but it is
limited to the single bottleneck case and does not account
for the slow-start phase of TCP flows. [7] used a similar
ON/OFF model as the one used here, but used a formulation
based on a Markov chain for modeling the behavior of TCP.
More recently [8] proposed a closed form formula for the
distribution of the throughput obtained by an ON/OFF source,
but with a limitation to the single bottleneck case where all
flows share the same RTT and drop probability. [9] studied
a similar problem and proposed a simplified formula for the
saturated regime. More generally on the notion of statistical
bandwidth sharing of elastic flows, [10] presented a survey of
various models, based on queuing theory or various notions
of fairness.

III. MODEL FOR ON/OFF TCP FLOWS

We define the set of studied TCP flows as F =
{F1, . . . , FN}. An ON/OFF flow Fi has two states, ON
and OFF, which corresponds to the sample space ΩFi

=
{ωON

Fi
, ωOFF

Fi
}. We denote by St(Fi) the state of flow Fi, and

Pr (St(Fi) = ω) the probability that Fi is in state ω.
We define S as the sample space or set of all possible

combinations of states of the different studied flows. We define
C as an event of the sample space S. Each combination C
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has a probability noted Pr(C). Using those properties, we
characterize the studied probability space as:

S =
∏
Fi∈F

ΩFi
(1)

C = {(F1, ωF1
), . . . , (FN , ωFN

)} (2)

Pr(C) =
∏

(Fi,ωk)∈C

Pr (St(Fi) = ωk) (3)

Using this probability space, we determine the performances
according to the combinations, and then use the low of total
probability to derive the mean performance measures.

A. Evaluation of the bandwidth of the flows for each possible
combination C

In this first step, we use flow-level modeling to determine
the throughput of each flow as if the flows were infinite, for
every possible combination of flow states. For the purpose of
this paper, we introduce here only a basic flow-level model
and refer to our previous work [5] for a more details.

The studied network consists of servers, which represent
the different queues and links. Each flow Fi has a bandwidth
model TωFi

which is a function of the round-trip time of the
flow RTTFi

, the drop probability pFi
, and the state of the

flow ω. The packets of flow F go through a path of servers,
noted here SFi = {sk}, which are characterized by a drop
probability pk, a queue size qk, a maximum output bandwidth
ck and a delay Dk. The queue size and the drop probability
of a server are functions of its traversing flows.

Based on those definitions, the flow-level network model
is described by the following set of equations. The drop
probability pFi experienced by the flow Fi is:

pFi
= 1−

∏
s∈SF

(1− ps) (4)

The round-trip time RTTF of a packet of flow F with packet
size psize is:

RTTFi
=

∑
s∈SFi

∪SFi

(qs + psize) · cs +Ds (5)

with SFi
the path of servers of the flow from the source node

to the destination node, and SFi
the path of servers of the

flow from the destination node to the source node. The output
bandwidth Bouts of a server s is defined by the aggregated
bandwidth of Fs, the set of flows traversing the server:

Bouts =
∑
Fi∈Fs

TFi
(RTTFi

, pFi
) ·

∏
k∈U(SFi

,s)

(1− pk)

 (6)

where U(SFi
, s) corresponds to the path of servers of the flow

Fi up to the server s (included). This bandwidth must satisfy:

Bouts ≤ ck (7)

A fixed point evaluation is then used on Equations (4) to (7)
for a numerical evaluation.

Once the general flow-level framework characterized, we
define the bandwidth models TωFi

corresponding to each state

ω of the flow. For the idle state, we have T OFF
Fi

= 0. For the
active state, we use the formula derived in [1], often referred
as the approximated PFTK formula:

min

(
WmaxMSS

RTT , MSS

RTT
√

2bp
3 +T0 min

(
1,3
√

3bp
8

)
p(1+32p2)

)
For each combination of flow states in S , we use the flow-

level network model defined by Equations (4) to (7) to derive
the steady-state bandwidth of each flow Fi. Let ρ(Fi|C) be the
throughput of flow according to the combination C.

B. Evaluation of the probabilities Pr(C)
We derive here the expression of Pr(C), the probability of a

combination of flow states C. The size of the data transferred
during an ON state of flow Fi has distribution function HFi

with mean 1/µFi < ∞. The duration of an OFF state has
distribution function GFi

with mean 1/λFi
< ∞. Let ∆(ω)

be the mean duration of state ω. The long-run probability that
Fi is in state ω is noted Pr (St(Fi) = ω) and is specified by:

Pr (St(Fi) = ω) = lim
t→∞

total time in state ω by t
t

(8)

=
∆(ω)∑

ωj∈Ωi
∆(ωj)

(9)

Using the law of total probability, we derive the mean
throughput of a flow according to its state:

ρ (Fi|St(Fi) = ω) =
∑

{∀C∈S|St(Fi)=ω}

Pr(C) · ρ(Fi|C)
Pr(St(Fi) = ω)

(10)

where Pr(C), the probability of combination C, has already
been defined in Equation (3). According to our two-states
model, the mean duration of each state is then:

∆(ωOFF
Fi

) = 1/λFi (11)

∆(ωON
Fi

) =
1/µFi

ρ
(
Fi
∣∣St(Fi) = ωON

Fi

) (12)

Equations (9) to (12) and Equation (3) are coupled and we
use a fixed-point evaluation to find the equilibrium of the
system. As presented in [11], Pr (St(Fi) = ω) depends on
the distributions GFi

and HFi
only through their means.

C. Results of the topology
We derived in Sections III-A and III-B the throughput

of each flow according to the combination of flow states
C, as well as the probability of having each combination
Pr(C). Using the law of total probability, we obtain the mean
bandwidth ρ(F ) of each flow as:

ρ(F ) =
∑
ω∈ΩF

(ρ(F |St(F ) = ω) · Pr(St(F ) = ω)) (13)

Similarly, we derive the probability of having n active flows
and the mean number of active flows A:

Pr(n flows active) =
∑

{∀C|A(C)=n}

Pr(C) (14)

A =

N∑
n=0

n · Pr(n flows active) (15)
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Using the same method, other mean performance measures are
computed, such as mean round-trip times or drop probabilities.
Note also that distributions of performance measures can be
derived using the probability of each combination.

D. Inclusion of TCP slow-start

We noted earlier that we did not take into account the
slow-start phase of a TCP flow. To overcome this issue, we
extend our two-states flow model to three states: idle ωOFF,
active in slow-start ωONSS and active in congestion-avoidance
ωONCA , so that the state sample space of a flow is now:
Ω = {ωOFF, ωONSS , ωONCA}.

In order to describe the behavior of a TCP flow in slow-start,
we use the results from [12], often referred as the CSA model.
This model is used to determine the duration and amount
of data transferred during slow-start. The time spent in the
slow-start state ωONSS is the sum of three durations: the three-
way TCP handshake (E[Lh] in [12]), the exponential growth
phase (Texp), and the time needed to recover from the first
packet loss which ends the slow-start (E[Tloss] in [12]). We
then derive the complete duration of the ωONSS

F state and it
associated throughput:

∆(ωONSS

F ) = E[Lh] + Texp + E[Tloss] (16)

ρ
(
F
∣∣St(F ) = ωONSS

F

)
=

E[dss]

∆(ωONSS

F )
(17)

with Texp, the time spent in the exponential phase:

Texp =

 RTT logγ

(
E[dss](γ−1)

w1
+ 1
)

if Wss ≤Wmax

RTT
[
logγ

(
Wmax

w1

)
+ 1
]

otherwise

Note that Texp is different from E[Tss] in [12]. In [12] it is
assumed that when the TCP window reaches its maximum
window size Wmax, the TCP window will remain constant
and all the remaining data will be transfered. We differ here
by saying that we switch to the congestion-avoidance state to
account for the interaction with other flows.

The ωONCA

F state has to account for the data that was already
transferred during the ωONSS state, so that if there is still data
to be transfered (i.e. E[dss] < 1/µ):

∆(ωONCA

F ) =
1/µF − E[dss]

ρ
(
F
∣∣St(F ) = ωONCA

F

) +RTTF (18)

Otherwise ∆(ωONCA

F ) = 0. Now that the three-states flow
model is defined, we use the same method as in Section III to
solve numerically our system.

IV. EXPERIMENTAL EVALUATION

We evaluate in this section the accuracy of our model by
comparing analytical results with results of simulations made
with ns-2. We focus here on the evaluation of the topology
presented in Figure 1, with switches using a drop-tail policy.

CliN

SW1 SW2

Srv1

SrvN

Cli1 TCP Flow F1

TCP Flow FN

10Mbps

10
0M

bp
s

10
0M
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s

or 100Mbps

Fig. 1. Dumbbell topology with N TCP sources and N TCP destinations.
Properties of the links (latency and drop probability) vary through the different
use cases studied here.
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Fig. 2. Density of concurrent flows with 5, 10 or 15 TCP sources, and with
different distributions for the file size and idle time

A. Insensitivity to the distributions

In order to show the insensitivity of the model to the
distributions G and H , we simulated several distributions for
the file size and the idle time. The link between SW1 and
SW2 is set to 1.5Mbps with a 150ms delay in each way. The
mean file size transferred by the sources is set to 200kBytes,
and the mean idle to 5s. We use the two following distributions
for the file size and the idle time: exponential and Pareto with
shape parameter of 2.5. We simulate three cases where the
number of sources N is set to 5, 10 or 15, which makes it a
total of 12 scenarios.

We evaluate here the density of number of concurrent
flows in the topology, which is presented in Figure 2. The
distribution type has indeed a low influence on the number
of concurrent flows as we see little to no differences between
the different runs of the ns-2 simulations. We see that the
model accurately describes the steady-state performance of
the system with regards to the number of concurrent flows,
regardless of the distribution.

B. Ethernet dumbbell topology with two classes

To illustrate our framework with flows of heterogeneous
properties, we simulate two types of clients: n flows of class
1 with mean file size of 10MB and mean idle time of 10s, and
one flow of class 2 with a mean file size of 30MB and a mean
idle time of 1s. Both classes follow a Pareto distribution of
shape 2.5 for the file size, and an exponential distribution for
the idle time. Results regarding the mean bandwidth of each
flow are presented on Figure 3. The results of the model are
in accordance with the results of the simulation.
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Fig. 3. Mean bandwidth of individual flows according to the number of
simultaneous flows in the dumbbell topology presented in Figure 1. Error
bars for the simulation results correspond to a 95% confidence interval.
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Fig. 4. Comparison between model and simulation regarding the time needed
to transfer a file on the dumbbell topology, with an RTT of 300ms and a drop
probability of 5 · 10−3 in both directions. The gray ribbon corresponds to a
95% confidence interval for the ns-2 simulations.

C. Slow-start and three-states flow model evaluation

We study here the impact of the slow-start algorithm on the
accuracy. The latency between SW1 and SW2 is set to 150ms
(each way), with a drop probability of 5 · 10−3 following a
Bernoulli model (each way). We first measure the time needed
to transfer a file between 1kb and 1.6Mb when only one TCP
flow is in the topology (N = 1). The results are presented
on Figure 4. The gray ribbon on the figure corresponds to a
0.95 confidence interval of the simulation results. As expected,
the model including the slow-start part of the TCP algorithm
produces better results than the model without.
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Fig. 5. Number of concurrent flows on the dumbbell topology with N = 10
ON/OFF TCP flows, a file size following a Pareto distribution of mean 340kb
and shape 2.5, and an idle duration following an exponential distribution of
mean 3s.

We evaluate the same topology, with N = 10 clients. The
file size follows a Pareto distribution with mean 340kb and
shape 2.5, which means that the slow-start phase will have a
large impact on the performances. The OFF period follows an
exponential distribution with mean 3s. We present in Figure 5
the number of concurrent flows in the topology. As expected,
our model including the slow-start produces better results
compared to the ns-2 simulations than the model which only
includes the congestion-avoidance phase.

V. CONCLUSION AND FUTURE WORK

We presented in this paper a mathematical model for the
performance evaluation of ON/OFF TCP flows using the well-
studied flow-level modeling framework, which was initially
developed for infinite TCP flows. Analytical results are shown
to give realistic results compared to simulations. Our frame-
work uses a simplistic ON/OFF TCP model for modeling
network protocols, where TCP flows are unidirectional. We
would like to extend it to more advanced models where
bidirectional communications occur (client-server paradigm),
as well as other models for modeling advanced network
protocols. A second research direction would be to use known
properties of the application layer, such as the knowledge that
active period always start at the same time after an idle period,
in order to reduce the number of studied combination of flow
states.
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