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Abstract

Businesses increasingly attempt to learn more
about their customers, suppliers, and operations by
using millions of networked sensors integrated, for
example, in mobile phones, cashier systems,
automobiles, or weather stations. This development
raises the question of how companies manage to cope
with these ever-increasing amounts of data, referred
to as Big Data. Consequently, the aim of this paper is
to identify different Big Data strategies a company
may implement and provide a set of organizational
contingency factors that influence strategy choice. In
order to do so, we reviewed existing literature in the
fields of Big Data analytics, data warehousing, and
business intelligence and synthesized our findings
into a contingency matrix that may support
practitioners in choosing a suitable Big Data
approach. We find that while every strategy can be
beneficial under certain corporate circumstances, the

hybrid approach — a combination of traditional
relational database structures and MapReduce

techniques — is the strategy most often valuable for
companies pursuing Big Data analytics.

1. Introduction

By intelligently using the information in and
around them, organizations are able to improve their
decision-making and better realize their objectives [1,
2]. Some authors even claim that organizations may
lose competitiveness by not systematically analyzing
the available information [3]. However, to obtain the
desired insights, data need to be sourced, stored, and
analyzed [4, 5]. During the past years, accessing and
processing the collected, voluminous, and
heterogeneous amounts of data has become
increasingly time consuming and complex [6]. With a
total of 1.8 =zettabyte in 2011, the amount of
generated data has not yet reached its climax: as
expected by IDC, a global provider of IT market
intelligence, the total amount of data collected until

the end of 2012 is estimated to be 1.48 times the
amount of data collected in previous years, with more
than 90% of this data being unstructured [7].
Businesses increasingly use these data masses
provided by millions of networked sensors in mobile
phones, cashier systems, automobiles, or weather
stations to learn more about their customers,
suppliers, and operations [8]. For instance, in a recent
survey, half of the respondents stressed the
importance of analytics in their company and more
than 20% claimed to be under pressure to improve
their business analytics [2]. This development raises
the question of how companies manage to cope with
the characteristics of the ever-increasing amount of
data, referred to as Big Data. The aim of this paper is
to provide a set of organizational contingency factors
that influence different Big Data strategies
organizations may implement. In order to do so, we
reviewed existing literature to identify different Big
Data strategies as well as contingency factors and
synthesized both into a contingency matrix that may
support practitioners in choosing a suitable Big Data
strategy for their specific context.

The paper is structured as follows. In Section 2,
we present our definition of Big Data and the relevant
background that informed our research. In Section 3,
we outline our method of inquiry, before we proceed
with a presentation of our findings in Section 4. The
synthesis of the review results is presented and
discussed in Section 5.

2. Background

The characteristics of Big Data were first
described in 2001, when Laney [4] identified three
key attributes of large data amounts: high variety,
volume, and velocity. To date, these attributes have
become the defining characteristics of Big Data.
However, contemporary authors and business
specialists enlarged these defining characteristics
with further aspects such as dedicated storage,
management, and analysis techniques [8, 9, 10].
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Further amendments to the definition include the
addition of a fourth V, veracity, by IBM [11],
emphasizing the aspect of data quality. Taking these
different extensions of the original definition into
account, we define Big Data as a phenomenon
characterized by an ongoing increase in volume,
variety, velocity, and veracity of data that requires
advanced techniques and technologies to capture,
store, distribute, manage, and analyze these data.

The economic potential of Big Data is as diverse
as the data itself and the key driver for organizations
to adopt Big Data analytics. There are four Big Data
categories organizations can leverage: external
structured data such as Global Positioning System
(GPS) or credit history data, internal structured data
such as Customer Relationship Management (CRM)
or inventory data, external unstructured data such as
Facebook or Twitter posts, as well as internal
unstructured data such as text documents and sensor
data [12]. AIll four categories have specific
characteristics that certain Big Data strategies may
address better than others. Application fields of Big
Data cover a wide range of industries and businesses.
Suggestions range from health care (reduction of
costs resulting from over- and under-treatment) with
a $300 billion annual potential, to the public sector
and e-government (more efficiently collection of
taxes and service quality improvement from
education to unemployment offices) with a $250
billion annual potential, over e-commerce, marketing
and merchandising (better understanding of
consumers with respect to product and price
preferences) with a potential of 60% increase in
operating margins [8, 9]. These fields’ potentials are
unlocked by the application of different Big Data
techniques such as crowdsourcing, data fusion and
data integration, natural language processing,
network analysis, predictive modeling, simulation,
and visualization. Thus, the application possibilities
and economic potentials of Big Data technologies are
enormous and executives should assess whether and
how they could make use of these potentials.

3. Methods

Big Data is still a new and emerging field of
research. Consequently, our understanding of Big
Data’s basic constituents is still fragmented. By
identifying different Big Data strategies and their
facilitating conditions, we hope to contribute to the
field’s knowledge. We rely on the literature review
methodology because of its ability to expose
theoretical ~foundations and uncover research
potentials [13]. We followed established guidelines
for literature reviews [e.g. 14, 15], however, also
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included industry reports and best practices. This
approach has been recommended for newly emerging
research themes [15].

Our review follows a three-staged literature
analysis in the fields of Big Data analytics, data
warehousing, and business intelligence. First, we
searched and analyzed existing knowledge to identify
a set of corporate Big Data strategies. We particularly
looked at the different categories of Big Data
depicted in the previous section (i.e. external or
internal (un-)structured data) and analyzed the
capabilities of existing data analysis approaches with
respect to how well they can handle the various Big
Data categories. Second, we systematically analyzed
the literature to identify context factors that may
influence Big Data strategy choice. To that end, we
reviewed different factors affecting architecture
choice in traditional data warechousing environments,
evaluated them regarding their relevance for Big Data
analytics, and summarized them in a concept matrix
[14]. On the basis of this concept matrix, three groups
of factors have been formed, each influencing the
strategy decision differently. Finally, we linked the
context factors to different types of strategies. The
resulting strategy matrix not only provides guidance
for practitioners in choosing a suitable Big Data
strategy. It also allows deriving company profiles that
are associated with different Big Data strategies.

4. Findings

Organizational executives should ask three
questions in order to determine how to deal with Big
Data [16]: (1) Do we have a Big Data problem or an
IT infrastructure problem?; (2) Are we missing
critical information that a Big Data solution will help
to capture?; and (3) What are our analytical
requirements? All three questions are of particular
relevance for Big Data strategy choice. The first two
questions aim at deciding whether actively targeting
Big Data is the right way to solve an existing
problem. If a decision for Big Data is made,
executives face the challenge of deciding for the right
strategy to implement Big Data analytics. To that
end, however, the actual requirements of Big Data
analysis as well as organizational contingencies have
to be identified and potentially weighted against each
other. The result is a Big Data strategy which is most
suitable for the current organizational needs. Next,
we will therefore first present the four basic strategies
to Big Data we have identified, before we proceed
with the discussion of the derived contingency
factors.

4.1. Big data strategies
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The four strategies described in this section are
based on the suggestions of different vendors as well
as different researchers [e.g. 8, 11, 17, 18, 19]. They
can be ranked along a continuous scale from full
integration into the organization’s IT environment to
no integration at all (Figure 1). The first strategy is to
rely on traditional relational database management
systems (RDBMS) for Big Data analysis. This
strategy is located at the left end of the continuum in
Figure 1 because no specific Big Data technology is
integrated into an  organization’s  current
environment. A strategy that involves a somewhat
stronger incorporation of Big Data technology into
the existing environment is the Big Data Analytics as
a Service (BDAaaS) approach: while the
organization’s IT infrastructure remains untouched,
often an additional frontend has to be integrated and
managed to upload company-internal data into the
cloud and access the analytical capabilities. The
remaining two strategies require a considerable
integration of Big Data technology into an
organization’s IT environment. For instance, for
MapReduce and distributed file systems (DFS) the
integration of a completely new software stack into
the current application and infrastructure
environment is needed. However, this integration
does typically not require the adaptation of other
enterprise solutions as this is the case with hybrid
approaches. Therefore, the hybrid strategy is located
at the right end of the continuum in Figure 1. It
should be noted that these four strategies are not
exhaustive. There are several other strategies as well,
that however build upon these four and represent
mixed forms or extensions of the strategies depicted
here (for further input on that see, for example [9] or
(20]).

Each of the four strategies bears specific
challenges, opportunities, and  architectural
peculiarities that have to be considered when
choosing one of them. We will discuss all the
strategies next by investigating their capabilities
concerning volume, variety, and velocity of data.
None of the solutions discussed in practice and
research adequately addresses veracity, yet [11].
Accordingly, we dropped this facet in our discussion.

MapReduce
RDBMS ‘ ’ asd DFS
No integration Full integration
of specific Big of specific Big
Data Data
technology technology
into existing into existing
environment ’ BDAaaS ‘ ’ Hybrid | environment

Figure 1. Degree of infrastructure integration
of the four presented Big Data strategies

4.1.1. RDBMS. The first and probably most obvious
way of dealing with Big Data is by using traditional
data warehousing architectures based on standard
RDBMS. In this case, data are extracted from various
internal and external sources, selected, aggregated,
and loaded into a data warehouse. Different business
intelligence tools can then be used to analyze and
access the data. As volume and velocity of the data to
be processed steadily increased since the 1980 [19],
most contemporary companies revert to parallelized
RDBMS to handle the large amounts of data [21].
Consequently, data are stored on multiple machines,
tables are partitioned over the nodes in a cluster, and
an application layer allows for accessing the different
data portions on the different nodes. The goal of such
an architecture is to provide linear speed-up as well
as scale-up [21]. This means that twice as much
hardware allows for execution of twice as large tasks
in the same elapsed time. However, the effort
necessary to keep the systems synchronized does not
allow for completely linear scale-up or speed-up [22].

A considerable advantage of parallel RDBMS is
that they can handle and analyze large volumes of
data very fast and stable. For example, Pavlo et al.
[19] benchmarked a parallel RDBMS and a
MapReduce solution (see section 4.1.2) with each
other. Execution of standard data analysis tasks such
as selection and joining was significantly faster in the
RDBMS than in the MapReduce solution. Hence,
looking at the volume characteristic of Big Data,
RDBMS are a suitable solution.

However, considering the RDBMS capabilities
with regard to variety and velocity of data reveals
several problems. As RDBMS are optimized towards
data analysis, the loading of data is typically very
cumbersome and time-consuming. For instance,
Pavlo et al. [19] measured an 11-times longer loading
time for the RDBMS than for the MapReduce
solution — and they only relied on simple plain text
documents. Consequently, processing unstructured
input data, if even possible, worsens the loading
results of an RDBMS [23]. This problem is even
intensified by the fact of velocity; that means data
might have to be loaded very frequently. Keeping
unstructured, rapidly changing data in an RDMBS is,
therefore, way more expensive in terms of processing
time than, for example, a MapReduce approach.

Still, many traditional data warehousing and
RDBMS vendors are driving further the development
of their solutions towards Big Data. For example, HP
banks on the usage of massive, parallel SQL
databases. They are integrating a large amount of
new in-memory analytic functions and new
technologies to easily expand or downsize
deployments [24].

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 11,2025 at 19:16:54 UTC from IEEE Xplore. Restrictions apply.



In summary, (parallel) RDBMS architectures can
be a suitable strategy of approaching Big Data, as
long as new data is not very frequently loaded into
the system and tasks involving a high amount of
unstructured data are performed relatively seldom.
Also, this approach is worth considering, if the
change affinity of an organization is rather low:
RDBMS are in fact in place in every modern
organization; setup costs are, thus, very low.
According to a recent study of BARC, a large
European business analysis company, especially the
latter is a driving factor for the fact that 89% of the
companies in their study revert to RDBMS
approaches or plan to do so, while less than 20%
apply “pure” Big Data solutions [20].

4.1.2. MapReduce and DFS. The second most often
referenced strategy to approach Big Data analysis is
the introduction of new systems that use distributed
file systems (DFS) and a MapReduce engine. A
prominent exponent of such a system is Hadoop
(although Hadoop does not exactly follow the
MapReduce algorithm) [9]. Hadoop is an open source
architecture composed of different engines such as a
MapReduce engine and a DFS engine. The data to be
analyzed is stored in the distributed file system and
then processed using the MapReduce engine. The
results are then again stored in the file system and
directly streamed to a Dbusiness intelligence
application. In the MapReduce approach, unlike as in
RDBMS, small programs are necessary to execute
queries [25]. To be more precise, “users specify a
map function that processes a key/value pair to
generate a set of intermediate key/value pairs, and a
reduce function that merges all intermediate values
associated with the same intermediate key” [25, p.
107]. These programs are then injected into a
distributed processing framework, that decides how
many map and reduce instances have to be run on
which nodes [19].

Looking at opportunities and drawbacks of the
MapReduce strategy, we come to an inverted picture
compared to the RDBMS strategy. On the one hand,
MapReduce lacks in its processing capabilities: the
execution of standard tasks such as select and join
can run up to 90 times slower on MapReduce systems
than on parallel RDBMSs [9, 19]. Additionally, it
takes significantly longer to write a MapReduce
program than an SQL query. Therefore, in
environments in which large volumes of data have to
be frequently analyzed or in which analysis
objectives (i.e. the underlying queries) change
frequently, the time required for programming and
waiting for analysis results hinders many
organizations from implementing such a system [26].
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On the other hand, the use of MapReduce systems
allows organizations to perform advanced analysis of
unstructured data such as text files or Facebook posts,
when traditional business analytics based on RDBMS
experience severe problems [9]. Additionally, loading
of data into a MapReduce environment only takes
tenth of the time needed in RDBMS [19].

To sum up, in cases in which it was too expensive
in RDBMS environments to load masses of sensor
data, call details, or weblogs into a data warehouse,
the MapReduce strategy offers new possibilities for
organizations to cope with large data variety and
velocity [26]. However, MapReduce systems are
potentially not the best approach in environments
with  frequently changing inquiry patterns.
Companies choosing this approach should also
schedule their analyses wisely, because they are very
time-consuming. Quick, ad-hoc queries are rather
problematic for MapReduce systems. Another facet
to be considered before deciding for a MapReduce
strategy are setup costs. While the purchasing costs
of, for example, Hadoop can be regarded rather low
[27], migration, consulting, and training efforts may
increase overall costs quickly. Still, however, more
improvements and developments are likely to be
achieved within the next years. In the last few years,
also the big software providers as Oracle, IBM, or
Teradata offer pure MapReduce solutions, which they
continuously enhance to cope with the rising demand
of their customers to perform Big Data analytics.

4.1.3. Hybrid approach. Both aforementioned Big
Data strategies, traditional RDBMS as well as
MapReduce and DFS, have potentials as well as
limitations. Thus, the introduction of a hybrid
solution combining the benefits of both approaches
seems reasonable and is called for by different
authors as well [10, 28]. In general, there are three
possible solutions to integrate MapReduce and
RDBMS systems [26]. In a MapReduce-dominant
approach, the MapReduce technology is extended
with relational components leading to -efficient
processing of large volumes of structured as well as
unstructured data, while profiting from typical
RDBMS-strengths such as query optimization.
However, performance gains in query processing are
limited, since the relational components can typically
only be integrated on several nodes [18]. RDBMS-
dominant hybrids have integrated MapReduce
capabilities in their engines to particularly improve
processing abilities for unstructured data. Although it
has been shown that this approach tends to produce
faults under certain circumstances [18], it is the one
most often used by commercial vendors [26, 28]. The
third and least frequently adopted approach is a loose
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coupling of MapReduce systems and RDBMS [28].
The loose-coupled approach might appear most
valuable on first sight because it theoretically allows
for connecting any MapReduce system with an
RDBMS. Lacking interface standardization however
causes problems such as complicated data transfer or
optimization between both systems [18]. Due to this
problem, the benefit of “simply” connecting some
systems proves fallacious to some degree leading to
the just mentioned low adoption rates.

In summary, regardless of which approach a
company chooses, a hybrid strategy allows to
efficiently handle Big Data without struggling with
some of the problems depicted for the pure RDBMS
or MapReduce strategy. Still, performance of hybrid
systems does not — at least at the moment — exceed
that of uncombined strategies [18]. Rather, such
systems process and analyze data with large volume,
variety and velocity within acceptable performance
and fault boundaries. From a financial point of view,
the hybrid strategy approach is more expensive than
an uncombined strategy [27]. While the potentially
high licensing costs can predominantly be ascribed to
the RDBMS involved, often more processing power
and storage is needed leading to higher hardware
expenses. However, researchers as well as software
vendors are currently putting efforts in the
development of hybrid solutions that become
increasingly performant. Prominent examples are
HadoopDB (MapReduce-dominant) [28, 29], the
Oracle in-database Hadoop [30], Microsoft, who
announced their PolyBase technology in November
2012 [31], or Greenplum [32], who all build up on a
traditional RDBMS system (RDBMS-dominant).

4.1.4. Big Data Analytics as a Service. The fourth
strategy for dealing with Big Data is to buy in Big
Data capabilities. The supply of BDAaaS solutions is
rapidly increasing and the variety of vendors is large.
Tresata, for instance, has specialized on analyzing
banking data [33]. Another example is Cloudera [17],
who offers a large variety of BDAaaS solutions for
different industries. Therefore, organizations tackling
the BDAaaS strategy are likely to find suitable
solutions for their specific context.

As the infrastructure for BDAaaS is hosted in the
cloud, the costs for BDAaaS in organizations are far
more flexible than the costs of implementing in-
house Big Data solutions. In addition, the economies
of scale and scope realized at the side of the vendor
allow them to perform Big Data analytics more
efficiently than an average company could do [34].
This is especially interesting for smaller
organizations, which often do not have sufficient
resources and expertise to realize Big Data analytics
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cost- and resource-efficient in-house and thus have an
interest in utilizing off-the-shelf solutions.

However, BDAaaS has limitations as well. The
most critical limitation arises from the data privacy
and security discussions that are relevant for all
cloud-based services. Especially in operating
environments in which sensitive data has to be
analyzed in the cloud, an encryption during the data
transmission is inevitable. Operating with encrypted
data however is yet a problem for most BDAaaS
solutions [34]. Further, data policy is already an
important issue, when Big Data is analyzed using
internally-secured infrastructure. Therefore, shifting
such analyses into the cloud may be problematic for
some companies, if not impossible. Besides, there is
no definite answer, yet, on how to exchange data
between cloud providers and company-internal
infrastructure [34]. As a result, many cloud providers
offer Big Data analytics only for company-external
data that can be retrieved without access to internal
infrastructures, or they limit their analytics to specific
platforms (e.g. Cloudera [17]). Altogether, BDAaaS
is particularly valuable for organizations for which
the implementation of own Big Data analytics is
either too expensive, limited to external data, or not
of strategic importance.

4.2. Contingency factors for strategy choice

Choosing an appropriate Big Data strategy,
requires consideration of various contingencies such
as current business strategy, understandability of Big
Data insights to end-users, and structure and
complexity of organizational processes [2]. Based on
our analysis of the Big Data and data warehouse
literature (see Section 3), we identified eight different
factors that were grouped into three dimensions:
strategic factors, resource factors and operating
environment factors (Figure 2). In the following
paragraphs, the eight contingency factors will be
introduced and analyzed with regard to their specific
impact on Big Data strategy choice. Based on this
analysis, we derive a contingency matrix that
provides decision support for practitioners in Big
Data strategy choice.

4.2.1. Strategic factors. The first contingency
factor in this group is the organmizational position of
Big Data analytics. Typically, an organization’s
preference for a certain IT infrastructure is influenced
by their strategic objectives [10, 35]. Data analytics
have traditionally played an important role in
customer-oriented businesses such as retailing,
marketing, or banking [6]. Not surprisingly, many of
the companies who are first movers in Big Data
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analytics or at least very interested in the technology
are also from these industries [20]. With the
possibility of making use of Big Data technologies,

new differentiation possibilities emerge, and the state
of competition in the respective industry sectors

No integration of Big

Strategic factors

Strategy choice A Data technology into

* Relevance of Big Data analytics
» Sponsorship level
» Urgency

Resource factors

» Resource availability
+ IT personnel abilities
» Absorptive capacity

Operating environment factors

» Task routineness
» Data privacy

existing environment

Hybrid F"

DFS & MapReduce |-~

BDAaaS

RDBMS

Full integration of Big

Y Data technology into

existing environment

Figure 2. Contingency factors relevant for Big Data strategy choice

might be shifted [8]. Beyond industry specifities,
LaValle et al. [2] identified three different Big Data
application scenarios (justify actions, guide actions,
and prescribe actions) that have direct implications
for choosing a Big Data strategy. In line with these
authors, we argue that companies who have a strong
interest in guiding or prescribing actions will
regularly have to analyze external as well as internal
data pools. A need for sophisticated extraction and
loading capabilities results as they can be found in
the MapReduce or also in intelligent hybrid
approaches. Furthermore, due to high strategic
relevance, setup costs are probably not too relevant
for such companies [27].

In organizations in which there is a rather low
strategic position assigned to data analysis, facing
Big Data with traditional RDBMS approaches can
display a worthwhile alternative. Only when the
strategic importance of data analysis is on the lower
end, a BDAaaS approach should be considered.

As with many other IS investments, the decision
for a Big Data strategy also heavily depends on the
sponsorship level of the planned project within the
organization [12, 35]. Sponsorship comprises the
allocation of resources for a project, the fighting off
of political resistance, and the promotion of the
project’s  benefits  within the organization.
Accordingly, also in the case of Big Data,
sponsorship level from business units as well as
upper management is an important factor for strategy
choice. Consequently, IT organizations that face a
rather low sponsorship for Big Data should revert to
BDAaaS approaches or to existing infrastructures
such as RDBMS [36].

,,Business environments with greater turbulence
will experience greater urgency for information
systems that provide accurate information® [35, p.
203]. Urgency, hence, refers to how timely Big Data
analytics are required. Switching from a traditional
data warehousing approach (based on RDBMS) to a
hybrid or MapReduce approach is time-consuming
[19, 29]. On the other hand, keeping or extending an
existent RDBMS may yield results earlier than
switching to a new system, thus, reducing the time to
value [2]. Also employing BDAaaS can display a
worthwhile alternative in times of high urgency.
However, considering the large amount of different
BDAaaS providers on the market, choosing the
“right” approach (e.g. in terms of future costs) might
be very time-consuming.

4.2.2. Resource factors. Resource factors refer to the
resource constraints of an organization when
deciding for a strategy to tackle Big Data. The first
factor in this group is resource availability in terms
of money and human resources [12, 36]: the amount
of resources available for implementation impacts
strategy choice. While large organizations can afford
implementing more complex and comprehensive
solutions such as hybrid approaches [5], small
companies and start-ups may want to keep costs low
or at least flexible [27]. Consequently, they might
think about a MapReduce or BDAaaS approach. This
is also fostered by the fact that startups in contrast to
large companies have not a grown infrastructure;
introducing completely new solution is not a big
issue for them [10, 27].
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While organizational size is often positively
correlated with the availability of resources [5, 37], it
can be argued that start-ups, although they have
limited budget and employees, often have
knowledgeable staff who are willing to implement
technological-edge solutions. Ravichandran [38] also
showed that the adoption and development of
complex technologies is impeded by knowledge
barriers. Therefore, the abilities of the IT personnel
are an important contingency factor for Big Data
strategy choice. More experienced and skilled teams
will be able to implement systems of higher

complexity such as MapReduce or hybrid
approaches, that require deep knowledge from the
company’s IT personnel not only while

implementation, but also during operation [5, 9]. One
possibility for creating sufficient expertise within the
organization is training the existent staff. Another
way is hiring additional staff. Both possibilities,
however, require activation of financial resources. In
cases in which this is not possible, an RDBMS or
BDAaaS strategy should be pursued.

The third contingency factor we identified is
absorptive capacity. Absorptive capacity is the
“ability of key organizational members to utilize
available or preexisting knowledge™ [2, 37]. It has
been shown to be a key driver for an organization’s
innovativeness [39], particularly concerning the use
of analytics to improve the business [2]. As the
potential of Big Data is rather diverse and exceeds
the possibilities of traditional data warehousing
systems, absorptive capacity influences the choice of
a Big Data strategy. If employees do not understand
the value of an innovative IT system, they will rarely
make use of it [37]. Therefore, introducing a
MapReduce system with its completely new
opportunities might be difficult for companies with
low absorptive capacity. Such companies should
rather use traditional RDBMS or a BDAaaS strategy
to tackle Big Data analysis.

4.2.3 Operating environment factors. These factors
describe the circumstances of daily operations. The
first factor in this group is task routineness. Routine
tasks are structured and repetitive, whereas non-
routine tasks occur in ad hoc situations and require
unique solutions [40]. The more routine tasks are in a
company, the less processing capacity in data
analytics is needed [35], because optimized queries
can be re-used many times. Due to the complex
programming language it takes rather long to
formulate queries on typical Big Data systems based
on MapReduce [19]. This fact makes the MapReduce
approach less appropriate for environments with low
task routineness in which frequent manipulation of
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queries is highly realistic. Instead, RDBMS or hybrid
approaches are very valuable. However, the
MapReduce strategy is valuable in environments with
high task routineness, because regularly the same
queries are run and new data are frequently loaded.

The second contingency factor of the operating
environment is data privacy. With information from
customers being multiplied and shared across the
globe, privacy is a crucial issue more than ever [41].
Therefore, policy makers must address the problems
in privacy legislation and understand both, merit and
danger of Big Data collection [42]. Furthermore, with
rising economic interest in Big Data, it becomes
increasingly interesting for attackers [8]. Hence, data
privacy has not only legal, but also technological
implications for a company’s Big Data strategy.
Where data privacy is of high relevance, a BDAaaS
strategy is not suitable because the company has only
very limited impact on where the data is stored and
processed [34]. Also, choosing a MapReduce strategy
could be an issue because security of distributed file
systems (which are used in MapReduce strategies)
still shows various security weaknesses. Therefore, as
of today, utilizing RDBMS-based approaches depicts
probably the most secure strategy.

5. Synthesis and discussion

Based on the above discussion, we find that
different  organizational environments  pursue
different requirements on a Big Data strategy. To
better support practitioners in Big Data strategy
choice, we compared the four identified Big Data
strategies regarding how well they addressed each of
the contingency factors. We have summarized our
findings in the contingency matrix in Table 1. For
instance and as discussed above, when the relevance
of Big Data analytics is high in a company, the
MapReduce strategy seems most fruitful (resulting in
a “+” assessment) (see Section 4.2.1). However, also
a hybrid solution might be valuable in case it follows
a MapReduce-dominant approach [18]. If in turn an
RDBMS-dominant implementation is chosen, the
hybrid strategy is only slightly better than a “pure”
RDBMS approach (resulting in a “+/0” assessment).

Several patterns are observable for the different
factor categories. For instance, we can see that
BDAaaS is negatively associated with nearly all of
the contingency factors. By contrast, we find both the
MapReduce as well as hybrid strategy being
positively associated with most of them. The
RDBMS strategy again has turned out to be a suitable
approach in nearly all situations as long as
expectations towards Big Data  processing
performance are not too high. In cases in which
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performance plays a more important role, hybrid
approaches comprise a workable trade-off between
costs, processing, and analysis performance. We
therefore argue that the RDBMS strategy might be a
valuable option for companies who want to explore
the potential of Big Data analytics. As soon as
requirements towards Big Data processing increase,
switching to a hybrid or MapReduce strategy should
be considered. This finding is consistent with Lavalle
et al. [2], who suggest introducing Big Data stepwise:
starting with existing RDBMS, companies should
consider more sophisticated approaches such as
hybrid or MapReduce systems when sufficient
experience with Big Data analytics has been gained
and strategic potentials can be clearly articulated.
Looking at specific industries and company
structures, several insights can be derived. For
instance, in manufacturing companies ERP systems

manufacturing systems in modern factories produce
large amounts of heterogeneous data that call for
advanced analytical techniques, which must allow for
frequent and fast execution of standardized and ad-
hoc queries (e.g. to quickly determine production
barriers or disturbances). Considering these analytical
requirements together with the specific RDBMS
abilities of the IT employees, we find that companies
of the production sector would benefit from an
RDBMS strategy most. In turn, in retailing and
marketing companies, for which data analytics have a
high strategic relevance, IT personnel is typically
well trained in data analytics, and the data to be
analyzed changes frequently, a MapReduce approach
is very promising. However, looking at the operating
environment, issues of data privacy are typically of
high importance as well. Hence, a hybrid strategy
might be an option worth considering, especially in

and relational databases are traditionally highly  cases in which existing organizational data
relevant. Hence, the IT employees are adept at using warehouse infrastructures have to be reused.
and implementing such systems. Additionally, the

Table 1. Impact of identified contingency factors on Big Data strategy choice

RDBMS BDAaaS MapReduce Hybrid

Strategic factors
Relevance of Big Data analytics 0 - + o/+
Sponsorship level o/- - + o/+
Urgency + 0 - 0
Resource factors
Resource availability 0 - 0 +
IT personnel abilities 0 - +
Absorptive capacity - - + o/+
Operating environment factors
Task routineness 0 0 + o/-
Data privacy - o/- o/+
o = Neutral + =High -=Low

The BDAaaS approach is (as many other cloud-
based applications are) most useful for smaller usage
scenarios. For instance, a company which might want
to explore the potentials of Big Data analytics may
perform a pilot with a BDAaaS approach before
introducing extensive in-house solutions that also
perform Big Data analyses on internal data. Also
small or family businesses and start-ups should
consider such an approach because it offers higher
flexibility than an internal solution.

Altogether, we conclude that the combination of
traditional RDBMSs with DFS and MapReduce
technologies is a workable approach in many Big
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Data scenarios. This finding might not be surprising
and is also underlined by the rising attention hybrid
approaches receive in various publications [e.g. 18,
29, 43]. However, it should be noted that hybrid
systems are still far from reaching performance of
uncombined approaches (see also Section 4.1.3). In
particular, the appropriateness of a hybrid solution is
highly dependent upon whether a MapReduce- or
RDBMS-dominant implementation was used. For
instance, to date many RDBMS-dominant approaches
tend to produce erroneous results under certain
circumstances [18, 19]. Hence, choosing a hybrid
without deep wunderstanding of its structural
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characteristics may lead to unsatisfactory results and
should be avoided.

6. Conclusion

In this paper, we aimed at providing guidance for
companies on how to approach the phenomenon of
Big Data. Based on a review of existing scientific as
well as practitioner literature, we identified four Big
Data strategies and discussed them regarding
contingencies influencing strategy choice. The eight
respective contingency factors can be grouped into
three dimensions, namely strategy, resources, and
operating environment. Although other authors have
already discussed context factors that might influence
Big Data strategy choice [e.g. 36, 44], a structured
analysis of such contingency factors has not been
performed so far. We therefore contribute to the still
limited research on Big Data by providing a basis for
future discussions on the adequacy and success of
various Big Data strategies for differing corporate
environments. As illustrated by the analysis of the
opportunities and challenges of Big Data in this
paper, organizational decision makers need to start
thinking about whether and how to facilitate Big Data
analytics. They therefore benefit from our research
by gaining a better understanding of the different
facets they should consider before deciding on Big
Data solution investments.

Bearing these contributions in mind, our research
also has limitations. One limitation relates to the
literature search and selection which might be biased
by subjective interpretations and preferences. Beyond
that, due to scarcity of scientific research on Big Data
we also relied on practitioner literature, for which
objectivity of findings cannot always be assured. This
scarcity clearly calls for more research, especially as
most research focused on technological aspects,
while only a very limited number also deals with
organizational [9] or societal aspects [41, 42]. Thus,
we believe that future research should make efforts to
understand the impact Big Data may have on
corporate environments as well as on society. For
instance, expert interviews or exploratory case
studies could be used to confirm, refine, and extend
or contingency matrix.
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