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Abstract

Slime molds have received much attention in the recent years. Ever since it
was shown that the organism can solve network problems, researchers have
worked to transfer the working principles to optimization algorithms. This
paper introduces an innovative network evolving approach which enables the
use for challenging tasks where information on the state of edges may be
scarce, uncertain, and changing. We present a slime mold-based optimization
algorithm (SLIMO) that integrates time-dependent changes of the uncertainty
layer. In addition, we study the adaptation of the slime mold evolution and the
corresponding single path or multi path solutions of the shortest path problem
on a grid. Examples of potential applications include important topics in
disaster and crisis relief and in sensor networks.
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1. Introduction

Operations research in the context of disaster and crisis relief

has to deal with uncertain and dynamically changing informa-

tion. For an illustration, consider a supply network for relief

operations during a flood. Usually, there are supply centers

with support materials, possibly some distribution centers, and

the operative sites. The rising of the water level, however,

changes the topology of the network that can be used for

transportation. Pathways that were still passable moments ago

may become flooded and information on the state of the roads

may be scarce and unreliable. The problem is aggravated by

new operative sites which may come into existence while the

emergency relief is ongoing. The information available for

planning must therefore be regarded as uncertain and subject

to change. This requires specialized algorithms which compute

safe and short pathways efficiently and can –if necessary–

re-route the transport. Similar tasks, although usually not

as critical as during relief operations, present themselves

to routing algorithms which have to take changing traffic

conditions into account. Finding fast routes through a city

during the rush hour is a demanding task since the system

changes continually. Traffic jams and road blocks occur which

cause cascading effects inside the network contributing to a

nearly chaotic situation – especially in megacities.
In a first step, this paper presents a slime mold inspired

approach for finding short and safe paths between sites.

Experiments with slime molds (Physarum polycephalum), a

plasmodium, have revealed the single cell organism is capable

of finding shortest paths between food sources. A slime mold

searches for nutrients by moving and spreading over the

area. It uses a network of tubes for transportation of signals,

nutrients, and metabolites. If a tube connects to food sources,

it thickens to enable better transport while tubes in areas with

low nutrient concentrations wither away.

Slime molds have been shown to be able to solve shortest path

problems in mazes and the Steiner tree problem [10, 11].

Further experiments have revealed that they can be brought to

reflect the structure of public transport network [15] and are

even able to cope with disruptions and disasters [2].

The experiments with slime molds and their optimization ca-

pabilities motivated the development of mathematical models

describing the behavior as a deterministic dynamical system

[14]. The model is explained in more detail in section 2.

There are even earlier approaches to utilize principles from

single cell organisms for solving optimization problems. [16]

introduced an amoeba behavior searching model for solv-

ing the Euclidian travelling salesman problem. However, the

algorithm differs strongly from the principles introduced in

[10, 11].

Since the early studies, several applications and theoretical

results have been obtained. For example, [4] presented a proof

of Physarum solving shortest-path problems. While the first

applications considered transportation networks, later research

also focussed on wireless sensor networks, developing for

example routing algorithms inspired by slime mold behavior

[8, 9]. Other researchers addressed fault tolerant wireless

sensor networks [3] or the problem of minimal exposure [13].

In [5] a very interesting approach in the area of transportation

problems was presented. They proposed fault tolerant networks

by changing to some extend the structure of the network.

Nodes may change positions, i.e., intermediate nodes move

towards large fluxes which is called migration. Additionally, if

the flow required for transportation cannot be achieved by the

paths currently used stimulation of additional pathways occurs.

In [7] a slime mold based approach was presented for linear

programming. First, the authors proved the convergence of

the algorithm to the optimal solution for continuous problems.

Additionally, they introduced a discrete Physarum solver and

discussed its application to linear assignment problems.
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It should be noted that slime mold based algorithms are usually

deterministic. This is in contrast to other natural computing

methods which are usually stochastic. This raises the question

whether a slime mold based approach may benefit from

stochastic elements.

In [12], a method modelling the forward and backward flow

of protoplasm was introduced and coupled with stochastic

components. However, the experiments revealed no significant

performance differences between the two classes.

This paper differs from the approaches presented in several

ways. We propose to use an evolving graph structure instead

of the usually static construction graph. Generally, aside from

[5], the slime mold covers the complete network and only

changes the topology by changing the tube conductance. Here,

the slime mold grows from the sinks and connects to the

nutrient sources by following the strongest concentrations. The

approach proposed is in parts oriented after the findings in [1]

for real slime molds. In [1] it was shown that slime molds fol-

low the gradient of chemo-attractant of nutrients. Introducing

a growth phase enables us to control the spread of the slime

mold. If measures of uncertainty or risk are incorporated in the

algorithm, the mold can be steered away from insecure areas

into currently safe regions. A risk avoidance behavior has also

been observed in real slime molds [6]. Usually, changes of the

information will occur over time. Therefore, the slime mold

has to be able to react. We propose to adapt the changing

rule of the conductance by incorporating a measure for the

state of the edge (representing for example a road) or for

the uncertainty of the information. Degrading conditions will

result in a shrinkage of the affected tubes thus changing the

connections of the slime mold. Since this can result in lost

pathways between sources and sinks, the slime mold has to

grow again.

This paper introduces a new approach for slime mold inspired

evolving networks according to the available information. It

is structured as follows: First, the algorithm developed is

described in detail. It consists of several phases. Each can

be realized using different options. Afterwards, the algorithm

is applied to representative tasks on grids and the findings

are presented before coming to the conclusions and giving an

outlook on future research.

2. THE SLIMO-ALGORITHM

In this section, we introduce the slime mold algorithm

(SLIMO) for network optimization under uncertainty. The

algorithm consists of four phases: Phase A: preprocessing,

Phase B: slime mold evolution, Phase C: slime mold tube dy-

namics, and Phase D: Network Adaptation. First, the notation

is explained.

2.1. Notation

In our study, we consider a connected planar grid G = (V,E)
that may for example represent an urban road network.

The set of vertices is composed of three types of nodes:

sources q1, . . . , qK (demand nodes), sinks s1, . . . , sL (supply

nodes), and additional nodes a1, . . . , aN (crossroads), i.e.,

V := {q1, . . . , qK , s1, . . . , sL, a1, . . . , aN}. Since this paper

focusses on the determination of paths, fixed nodes and addi-

tional nodes are not considered further. They will come into

play in future research when supply chains are considered. The

network under interest is usually a part of a much larger grid

that is contained in domain Ω ⊂ R
2 with V ⊂ Ω which defines

our search space. In network applications, the sources can

represent demand nodes with assigned demand Q1, . . . , QK .

Similarly, the sinks stand for supply nodes with supply values

S1, . . . , SL. The set of neighbors of a node v ∈ V is denoted

by Nv = {w ∈ V | (v, w) ∈ V }.
We are considering network and graph problems under un-

certainty. The time-dependent uncertainty layer given by the

uncertainty function (or indicator function) μt : Ω→ [0, 1] as-

sociates nodes and networks branches with uncertainty values

and influences the working of our proposed algorithm.

Our approach is applicable to any kind of curvilinear grids.

However, for simplicity we are focussing on regular grids

where dist(v, w) = ‖v − w‖1 is the L1-distance of nodes

v, w ∈ V .

Examples for networks that can be addressed by our ap-

proach are among others humanitarian supply chains. Here,

the sources stand for the demand nodes (refugee camps) and

the sinks represent the supply nodes like ports and harbors.

The additional nodes are the crossroads of the underlying

transportation network. The uncertainty layer comprises all

available (fuzzy) information the state of the road network and

the availability of roads and bridges. Other potential applica-

tions are telecommunication networks, sensor networks, and

navigation systems. All these networks types have to operated

with uncertain and time-dependent information.

2.2. Phase A: Preprocessing

In a preliminary step of preprocessing we assign some ad-

ditional information I to the nodes v ∈ V of the network

G. This heuristic information is useful for the solution of the

problem as it leads to a faster and more precise growth of

the slime mold with regard to the uncertainty layer μ and the

sources and/or sinks.

The additional information depends on the type of problem

under consideration and may be related to the position of

sources and/or sinks as well as the supply/demand at these

nodes.

We propose four different preprocessing strategies:

• Strategy A: Position of sources,

• Strategy B: Position and strength of sources,

• Strategy C: Position of sources and sinks,

• Strategy D: Position and strength of sources and sinks.
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Strategies A and C are suitable for shortest path problems

whereas strategies B and D are designed for use in supply

chain models. The strategies depend on the distance (D) and

the strength (Q) of the sources and sinks. For each source

i ∈ {1, . . . ,K}, we define

D+
i (qi) = 1, Q+

i (qi) = Qi

and

D+
i (v) =

1

dist(qi, v) + 1
,Q+

i (v) =
Qi

dist(qi, v) + 1

for v ∈ V \ {qi}.
Similarly, for each sink i ∈ {1, . . . , L}, we set

D−i (si) = −1, Q−i (si) = −Qi

and

D−i (v) = −
1

dist(si, v) + 1
,Q−i (v) = −

Qi

dist(si, v) + 1

for v ∈ V \ {si}.
In addition, we have

D+ =

K∑
i=1

D+
i (v), D− =

L∑
i=1

D−i (v),

Q+ =
K∑
i=1

Q+
i (v), Q− =

L∑
i=1

Q−i (v) .

The combination of these parameters with the information

from the uncertainty layer leads to the following preprocessing

strategies:

Strategy A - Position of sources
Strategy A reflects the position of the sources:

IA(v) = μ(v) · D+
i (v), v ∈ V.

Strategy B - Position and strength of sources
Strategy B depends on the position and strength of the sources:

IB(v) = μ(v) · Q+
i (v), v ∈ V.

Strategy C - Position of sources and sinks
Strategy C integrates the position of sources and sinks.

IC(v) = μ(v) ·
{
D+(v) +D−(v)

}
, v ∈ V.

Strategy D - Position and strength of sources and sinks
Strategy D integrates the position and strength of sources and

sinks.

I−C (v) = μ(v) ·
{
Q+(v) +Q−(v)

}
, v ∈ V.

Remark: We can replace 1
dist(v,w)+1 by a function of the

distance, i.e., f
(

1
dist(v,w)+1

)
. Typically, a sigmoidal function

can be applied here.

2.3. Phase B: Slime Mold Evolution

In Phase B, the slime mold grows outward starting from the

sinks. Several strategies are applied in order to connect new

edges to the slime mold. The evolution process stops when all

sources are part of the slime mold and, thus, connected to the

sinks.

We represent the slime mold by the graph MGt =(
V t
MG, E

t
MG

)
, t ∈ N0. The initial node set is given by the

sinks, i.e., V 0
MG = {s1, . . . , sL}, and the initial set of edges

is empty, i.e., E0
MG = ∅.

In Phase B, the information from the uncertainty layer takes

influence on the growth of the slime mold network. This

information is encoded in I.

Different strategies can be applied, e.g., deterministic and

stochastic approaches.

In each step of Phase B, a set of ramification nodes at the

outer boundary of the slime mold is determined by

MG = {v ∈ V t
MG | (∃w ∈ Nv) : w �∈ V t

MG}.

These nodes can be used for further growth. The ramification

nodes are connected to a subset of their neighbors. Let v ∈
V t
MG be a ramification node. The set of feasible neighbors of

v is given by

Nf (v) = {w ∈ V | (v, w) �∈ Et
MG}.

The set Nf (v) comprises all the neighbors of v that are not

connected by an edge to the slime mold (however, the node

w can be an element of V t
MG).

We use the information I to decide on the set of new

neighbors, N t(v), to be connected to the ramification node

v in step t. We follow two strategies:

Strategy A (greedy)
A ramification node v is connected to the feasible neighbor

w ∈ Nf (v) with the highest value I(w):

N t(v) = {w ∈ Nf (v) | I(w) ≥ I(u) (∀u ∈ Nf (v))}.

Strategy B (average value)
A ramification node is connected to all feasible neighbors

that have a higher information value than the average of

the information values of all feasible neighbors. We define

a threshold

ϑ =
1

|Nf (v)| ·
∑

w∈Nf (v)

I(w).

Then,

N t(v) = {w ∈ Nf (v) | I(w) > ϑ}.

We note, that also stochastic approaches can be applied with

a random choice of ramification nodes and their connections.

Phase B ends when all source nodes are part of the slime mold

network and, thus, connected to the sinks. The stopping time

tmax ∈ N is reached when q1, . . . , qK ∈ V tmax

MG .
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Figure 1. Slime mold evolution.

2.4. Phase C: Tube Dynamics

When the stopping time tmax is reached and all sources are

connected to the sinks, the nutrient flow from sources to

sinks is started leading to a dynamic evolution of the tubular

network. Here, we state the standard Physarum model which

describes the transport inside the tube networks. The slime

mold tubular network SM t = (V t
SM , Et

SM ), t ∈ N0, consists

of edges (tubes) and nodes (the connection points). The initial

slime mold network is given by SM t =
(
V tmax

MG , Etmax

MG

)
.

The model assumes that there are at least two special nodes,

the food source and a sink acting as a receptor for the flow

driven by different pressure values pi at each node i ∈ V t
s .

For two nodes i, j ∈ V t
s connected by a bi-directional tube

the flux or (Poiseuille) flow can be given by

Qij =
Dij

Lij
(pi − pj) (1)

with Lij the length of the tube and Dij the conductance (or

“diameter”) of the tube which is assumed to be symmetric

(i.e., Dij = Dji). The conductance is connected to the tube

thickness rij by Dij = πr4ij/(8η) with η the viscosity of the

fluid and was shown to change with

d

dt
Dij = g(|Qij |)− dijDij , (2)

where dij = r is a constant decay rate. The function g is

usually a monotonically increasing function and represents

the change of the conductance with the flow rate. A common

choice is a function of the form

g(x) = Dmax
xα

1 + xα
(3)

which approaches the maximal conductance Dmax for x→∞.

In this paper, we modify this function and apply the sigmoidal

function

g(Qij) = μijrDmax
a|Qij |α

1 + a|Qij |α , (4)

where μij = min {μ(i), μ(j)} and a is a shape parameter.

This function integrates the uncertainty layer μ. In particular,

we obtain μij = 0 if there is no flow at one of the nodes, i.e.,

μ(i) = 0 or μ(j) = 0. The exponents α play an important

role in the feedback system as they adjust the route selection

process between efficient single paths (α > 1) and robust

multiple paths (0 < μ < 1).

The flow at the nodes must follow Kirchhoff’s laws. That is,

there must be an equilibrium of in- and outflow of the form∑
j∈Ni

Qij = mi, (5)

where mi = 1 at the sources, mi = −1 at the sinks and

mi = 0 in the case of intermediate nodes.

Since the plasmodium connects at least a sink and a source,

their inflows and outflows have to be balanced. At the sinks we

specify an invariant pressure value of zero as baseline value.

The initial pressure value of all other nodes is set to p
(0)
i = 1.

Substitution of (5) in (4) leads to the pressure update formula

p
(n+1)
i =

mi +
∑
j∈Ni

D
(n)
ij

Lij
p
(n)
j

∑
j∈Ni

D
(n)
ij

Lij

. (6)

Next, Dij is advanced in time for a discrete time step Δt.
Here, we have to solve the differential equation (2). For

a numerical solution, the following first order scheme was

proposed in [14]:

D
(n+1)
ij =

D
(n)
ij + g

(|Q(n)
i j|)

1 + rΔt
. (7)

The fluxes Q
(n)
ij are determined by (1) using the pressure val-

ues p
(n+1)
i . If the D

(n)
ij is below a certain threshold ϑelim > 0,

we can eliminate the corresponding branch from the slime

mold network.

Algorithm 1: SLIMO

Phase A: Preprocessing.

Phase B: Slime mold evolution.

Phase C: Initialization.

Apply the pressure update formula (6).

Determine fluxes Q
(n)
ij by (1).

Solve first order scheme (7) for the update

of the conductance D
(n)
ij .

Delete edges where D
(n)
ij is

below the threshold ϑelim > 0.

2.5. Phase D: Network Adaptation

In this section, we investigate how the slime mold algorithm

could be adapted to a dynamic situation where a new infor-

mation layer μnew is presented to the slime mold during the

tube elimination Phase C.

The tube model discussed in section 2.4 (Phase C) dynamically

updates the pressure values at the nodes as well as the size

of the tubes. Edges are removed from the slime mold, if the

corresponding conductance is below a specific threshold.

1156

Authorized licensed use limited to: IEEE Xplore. Downloaded on July 06,2024 at 17:18:47 UTC from IEEE Xplore.  Restrictions apply. 



As the uncertainty function μ directly takes influence on the

conductance D, the behaviour of the slime mold depends on

its ability to adapt to a new situation μnew.
Sudden changes of the information layer can affect the slime

mold network to certain degrees. In particular, severe changes

of the situation (e.g., parts of a road network are blocked)

may lead to a new information layer μnew that destroys the

connectivity of the slime mold network. Sources and sinks

are no longer connected by a path through the slime mold. In

other cases, the connectivity can still be maintained, but the

new information layer deviates significantly from the previous

layer at least in some regions.

Connectivity Destroyed
If a new information layer destroys the connectivity of the

slime mold graph in Phase C, the tube dynamics algorithm is

stopped and a re-growth of the network is initialized in order

to connect the sources to the network again. The re-wiring

reflects this new information as new values of I are included.
We propose the following scheme:

Algorithm 2: Connectivity Destroyed

Event: In Phase C, a new information layer μnew

is available at time t̂ ∈ N

such that at least one of the sources in the

slime mold graph SM̂t+1 is no longer

connected to any of the sinks.

Initialize re-growth of the network

Step 1: Calculate Inew with regard to μnew (Phase A).

Step 2: Enter Phase B again with the new initial values

V 0
MG = V ̂t

SM , E0
MG = Êt

SM .

Step 3: Start Phase C again.

Significant changes (connectivity maintained)
When severe changes of the information layer occur, an adap-

tation of the slime mold is necessary, even if the connectivity

is not lost. In order to compare the new information layer

μnew to the previous layer μ0, we introduce the measure

Δμ =

∫
MG

|μnew(x)− μ0(x)| dx.
If this measure exceeds a specific threshold, a recalculation

is necessary (the threshold depends on the application under

consideration). However, a time-consuming full re-growth of

the slime mold can be avoided if the re-growth of the slime

mold is focussed on regions with significant changes (e.g., re-

growth around blocked parts of the network). These can be

identified with

Rdiff = {v ∈ V |μdiff(v) > ϑ > 0}
where

μdiff(v) = |μnew(v)− μ0(v)|, v ∈ V.

In regions with no significant changes, the network can be con-

sidered as quasi-optimal after the preceding steps of Phase C.

The following scheme can be applied in case of significant

changes of the information layer:

Algorithm 3: Significant Changes

Event: In Phase C, a new information layer μnew

is available at time t̂ ∈ N.

Sources and sinks of the slime mold graph

SM̂t+1 are still connected, but the measure Δμ
exceeds a specific threshold.

Initialize re-growth of the network

Step 1: Calculate Inew with regard to μdiff (Phase A).

Step 2: Enter Phase B again with the new initial values

V 0
MG = V ̂t

SM , E0
MG = Êt

SM .

Step 3: Start Phase C again.

In our studies, we investigated several strategies to deal

with (sudden) changes of the information layer μt and its

implications for slime mold growth and the tube dynamics.

Due to space limitations, we restrict ourselves to an adaptive

model dealing with connectivity issues. Further results with

regard to local adaptation in case of connected networks are

left to future studies.

3. Experiments on Grids

In this section, we present some numerical examples for the

slime mold-based solution of shortest problems on a regular

grid. We address the single path solution as well as the

multiple-path solution for the undisturbed and the disturbed

information layer, respectively. In addition, we provide an

example of a complete rewiring after the new information layer

has destroyed the network connectivity.

3.1. Single Path Problems

Firstly, we discuss two examples of a single path solution of

the shortest path problem based on SLIMO. We consider a

regular grid in the domain Ω = [1, 20]2 where the length of

each branch is equal to one. Three sources are located at q1 =
(3, 15), q2 = (10, 17), and q3 = (17, 15) and we have three

sinks at s1 = (5, 5), s2 = (12, 3), and s3 = (18, 5). With the

sources we assign the demand Q1 = 70, Q2 = 120, Q3 = 70
and the supply at the sinks is given by S1 = 70, S2 = 120,

S3 = 70. In addition, we introduce the parameters Δt = 0.1,

r = 0.2, DMAX = 10, α = 2, and ϑelim = 0.1. In order

to solve the single path problem, we choose the parameter

α = 2 > 1 in the SLIMO-algorithm.
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Single path problem - undisturbed
We consider an undisturbed problem with μ ≡ 1. Figure 2

shows the values I obtained in the preprocessing part and

Figure 3 illustrates the slime mold evolution obtained with

a greedy strategy in phase B, that is based on I. When all

sources are connected to the slime mold, the slime mold

evolution terminates (Figure 4) and the tube dynamics starts.

The final result shows the slime mold based single path

solution of the shortest path problem obtained with SLIMO

(Figure 5) .

Figure 2. Phase A: Preprocessing (strategy A).

Figure 3. Phase B: Slime mold evolution (strategy A -
greedy).

Figure 4. Phase B: Slime mold after phase B.

Figure 5. Phase B: Single path solution of the shortest
path problem.

Single path problem - disturbed
In this example, we consider the same situation as before,

but now the information layer μ has changed. For the patches

A1 = [3, 6]×[8, 12], A2 = [8, 13]×[7, 12], and A3 = [16, 18]×
[8, 12], the information layer takes the values μ = 0, i.e.,

several parts of the full domain Ω are blocked (Figure 6).

The function I is equal to zero in these parts (Figure 7) and

the slime evolution shows a different behaviour (Figure 8).

Figure 9 displays the solution of the single path problem on

the grid with respect to the new information layer μ.
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Figure 6. Perturbation of the information layer.

Figure 7. Phase A: Preprocessing (strategy A).

Figure 8. Phase B: Slime mold evolution (strategy A -
greedy).

Figure 9. Phase B: Single path solution of the disturbed
shortest path problem.

3.2. Multiple Path Problems

The SLIMO-algorithm can also provide multiple path solu-

tions of the shortest path problem. We choose the parameter

α = 0.9 and consider again an undisturbed and a disturbed

situation.

Multiple path problem - undisturbed
Figure 10 shows the multiple-path SLIMO-solution of the

undisturbed problem with μ ≡ 1. Multiple path solutions are

considered as more robust against disturbances. In particular,

disturbances usually affect the network in local regions and

can be addressed with the algorithm 1 (“significant changes”).

Figure 10. Phase B: Multiple path solution of the shortest
path problem.
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Multiple path problem - disturbed

Now, we disturb the indicator field and set μ = 0 on the

patch A = [6, 14]× [8, 12]. Figure 11 shows the multiple path

solution obtained with SLIMO, that avoids all blocked parts

of the domain Ω.

Figure 11. Phase C: Multiple path solution of the shortest
path problem.

3.3. Network Adaptation

As an example of the network adaption approach of SLIMO

we consider the case of slime mold growth where the

connectivity of the underlying network is destroyed and a

complete recalculation is required (algorithm 2: “connectivity

destroyed”).

Figure 12 shows the slime mold network for the information

layer μ that has blocked the source node in the middle. SLIMO

provides a single path solution of the shortest path problem

(Figure 13).

Figure 12. Phase B: Single path solution of the shortest
path problem.

Figure 13. Phase B: Single path solution of the shortest
path problem.

As the information layer changes and additional patches A1 =
[3, 6]×[8, 12], A2 = [8, 13]×[7, 12], A3 = [16, 18]×[8, 12] are

removed, the situation changes completely as now the network

connectivity is destroyed. A recalculation (algorithm 2: con-

nectivity destroyed) leads to a rewiring shown in Figure 14 and

finally to a new solution that is adapted to the new information

layer μnew (15).

Figure 14. Slime mold evolution adapted to the new
information layer μnew.
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Figure 15. SLIMO multiple path solution for the new
information layer μnew.

4. Conclusions and Outlook

In this paper we presented a slime-mold based approach

(SLIMO) for computing shortest paths under uncertainty. The

capabilities of the SLIMO algorithm were investigated by

considering several schematic representative situations that

may occur during disaster and emergency relief operations but

do also play a role for other dynamically changing and uncer-

tain network problems. In contrast to most of the previously

introduced methods it explicitly changes the slime mold’s tube

network by considering a growth phase. Furthermore, it is

possible to integrate uncertainty or risk measures into the

process. This gives the slime mold the ability to evolve its

network according to situational changes.

The presented algorithm is a first step of a more comprehensive

approach. It is the aim to extend the algorithm focussing on

transportation problems and supply chains under uncertainty.

The SLIMO algorithm is a completely deterministic algorithm.

Usually, stochastic approaches are regarded as a useful means

enabling the potential escape of local optima and increasing

the exploration tendency of the algorithm. In future studies,

we introduce stochastic elements into the SLIMO approach.

In addition, a comparison with ant colony optimization would

be interesting. This even more so, since some of the more

powerful approaches always provide for alternative paths. This

concept could be further developed and combined with the

multiple path approach of SLIMO.
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