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Introduction to Linear and Nonlinear Programming-D. G. Luen- 
berger (Reading, Mass.: Addison-Wesley, 1953). Rezriaced by E. 
Polak. 

Elijah  Polak rcccizcd thc R.E.E. degrcc f r o m  fhr  T’nizrrsity of N c l -  
bourne,  Jlclbournc,  Australia, in 1956, an.d the Ji.8. and  Ph.D. de- 
grccs in rlcclrical  enginerring from th.c Gnitwsi t ! /  of California, Hrrk- 
clc!!, in 1959 and 1961, rcspcctiwly. Hc   i s  Professor of Elcctrical 
Engincuing and Computer  Sciences,  c7niorrsil?/ of Californu’a, Rcrkclcy. 
H i s  gcncral infmcsts lic in thr  areas of system th.cory an.d conrpulational 
aspect-s of op(inziza1ion. 

David  Luenberger’s 1at.est  book  is very =-ell organized and  very 
readable. It is unquestionably one of the best introductory texts  to 
linear and nonlinear programming, currently  available. It shares 
with the books of Zangwill [I] and Polak [3] the very important fen- 
ture of presenting  optimization  algorithms in the  contest of a nni- 
fying  theory, dealing with convergence and  rate of convergence. 
The book is at. the advanced senior or beginning graduate level. The 
overall choice of material included in Luenberger’s book is excellent, 
except. that.  a  number of interesting original results developed re- 
cently by Lnenberger and his students  are somewhat. overempha- 
sized. 

The book is divided into three,  essentially  equal parts:  Part I- 
Linear Programming, Part. 11-Unconstrained Problems, and  Part. 
111-Constrained 3Iinimization. Part I does an excellent job of 
presenting the simples  algorithm in tableau form, the  simples  al- 
gorithm in matrix form, the revised simples  method, and LU  decom- 
position in the simples method, as well as duality, sensitivity, the 
dual simplex method, and a primal-dual method. In addition, there 
is a rather interesting chapter on the reduction of linear inequalities. 
The difficulties caused by degeneracies are not dealt with in detail, 
but  are left for the reader to resolve through  three exercises, with 
substantial hints. This seems appropriate in an introductory text.. 

The second part of the book begins wit.h a chapter on optinlalit). 
conditions, convex and concave functions, the concept of rate of 
convergence, and Zangwill’s global convergence theorem A [I]. 
The choice of Zangwill’s convergence theorem A rather  than one of 
the more general theorems by Polyak IS] or Polak [2] or Zangwill [I]  
is somewhat nnfortunate, because many modern algorithms do not 
satisfy  the conditions of Zangwill’s theorem A. These  include  all 
algorithms using the Armijo step size rule [2], Zoutendijk’s  methods 
of feasible directions, and Rosen’s gradient. projection  method. As 
a result, for example, Luenberger finds himself  confined to algorithms 
using the exact, minimization along the line step size rule, which has 
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been prett.y much  abandoned  in most, algorit.hnls in  favor of the 
Armijo step size rule. Ironically, Polyak’a and Polak’s conver- 
gence theorems are no more complicated than Zangnill’s  theorem A 
and no harder t.o apply. One must assume that these  results were 
not too widely known at  the  time Luenberger %-rote his book. 

To compensate the reader for some of the deficiencies of the  mate- 
rial on convergence, theory  and on step size choice in the gradient. and 
h-ewton methods, Luenberger has included a number of verJ- nice rat.e 
of convergence results and has  written the most illuminating de- 
scription of conjugate  gradient and variable  metric  methods that this 
reviewer has ever seen. Rigorms resnlts aregiven for qtladratir costs 
only, but  this is about. all one can do at  an introductory level. Fur- 
ther Luenberger shows how extremely sensitive the variable  metric 
method can he to  the precision of the  step length calculation, and 
why this is so, and how things can be remedied by means of a self- 
scaling device. The section on methods for finding the minimum of 
a  function of a single variable is excellent, except. for a minor amount 
of terminological confusion: the secant  method is called the method 
of “false position”, and  the cubic interpolation procedure is the one 
that should be used rather  than  the one most people are using. 

The 1 s t  part. of the book opens np  with a more or l m  standard 
chapter on optimality conditions and sensitivity. Nest comes a 
chapter containing a very poor section on methods of feasible di- 
rections, excellent bnt, excessively long sections dealing with a form 
of the gradient. projection method, and absolutely  unique sections on 
the reduced gradient  method. Rate of convergence results are in- 
cluded throughout. Then comes a chapter on penaltl;  function and 
barrier  methods which is up  to  date  and  standard in content, except, 
for expressions of doubt as to  ahether it really makes sense t.o ad- 
vance through a seqtlence of increased penalties or  to use extrapo- 
lation.  Both of these are basic principles of penalty function 
practice in nonlinear programming. The book ends  with  a chapter 
on cutting plane methods and primal-dual type methods. Un- 
fortunately most of the interesting  results in this area  have been 
developed after Luenberger’s book was completed. 

The book also contains three appendices dealing with  the pre- 
requisite mathematical material, as m-ell as a reasonable number of 
exercises. 

All in all, one has to congratulate  David Lnenberger on having 
written a very lucid and original introduction to  optimization algo- 
rithms. 
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