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ABSTRACT Estimating utility demand remains a significant challenge worldwide, being accuracy often
compromised by numerous variables involved and limited relevant data available; this compromises models
and impacts resource planning, infrastructure, and energy purchases. Energy systemsmust prioritize efficient
resource utilization to address these challenges in the context of technological advances, economic changes,
and environmental concerns. This paper conducts a bibliometric and systematic review of energy forecasting
methods; the literature review covers the main studies conducted, including the most commonly used
variables in forecasting studies, the techniques used, and the forecasting time horizon. As a result, the review
presented here will facilitate the selection of the best models, variables, and time horizons for different
forecasting applications.

INDEX TERMS Energy demand forecast, energy forecast, medium and long term forecast, energy price.

I. INTRODUCTION
In recent decades, due to the growing concern for the
environment associated with climate change, the study of
sustainable energy sources and optimization in the use and
transmission of energy has driven the study of computational
tools for the projection of consumption, projection of price,
and target public evaluation within the energy market. Thus,
as presented in [5], there is a growing concern for improve-
ments in the development and operation of energy systems
through energy forecasting techniques. Demand forecasting
plays a fundamentally important role in the management
areas of energy utilities, mainly related to resource planning
and planning modifications to the working environment
system, allowing for better operations management [4].

Forecasting energy consumption is a critical issue for
utilities around the world, especially in emerging economies
with diverse energy portfolios. Countries such as Brazil,
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India, Honduras, and South Africa, which rely on hydro,
wind, solar, and biomass power, play a pivotal role in the
global energy landscape. In these regions, energy sectors
often operate in regulated contracting environments, such as
Brazil’s RCA model, where accurate forecasts are essential
for informed energy contracting. Inaccurate forecasts can
lead to financial losses, cash flow disruptions and higher
tariffs for consumers, underscoring the universal importance
of robust forecasting methods.

The Energy Market relies on availability and load
information to determine the energy value. These factors,
in turn, are defined by various variables: climatic, economic,
socio-environmental, and cultural, among others, as well as
endogenous factors related to energy companies (generation,
transmission, and distribution), such as technical and non-
technical losses, and the impact of exogenous variables on
them [6]. Given the wide range of relevant factors and
variables involved in this issue, it is essential to employ
forecasting techniques to provide companies with predictions
of energy behavior both at the demand level, which influences
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the amount of energy that will be generated, and the price to
establish a market value for energy. These factors are crucial
for future planning and the operations of their systems.

Energy demand forecasting models can be categorized as
short-term, medium-term, and long-term forecasts. Short-
term forecasts predict events that occur only a few hours or
days in the future. Medium-term forecasting problems extend
to a few weeks or months, while Long-term forecasting can
extend into years. The selection of a modeling technique
depends on factors such as the quantity of available data
and its time horizon. Within this context, various sets of
techniques can be identified in the literature and classified
into two main groups: those employing regression techniques
and those leveraging machine learning algorithms [15],
[26]. However, there are often limitations/difficulties in data
availability, which affect the results obtained in predictive
models. Some methods that are employed to make electrical
energy projections will be presented using machine learning
and statistical techniques from the literature.

However, given the limitations in data availability, the
quality of prediction models is affected. In this case,
techniques such as Bayesian Networks allow the creation of
scenarios based on technical knowledge for the composition
of the model.

A. MOTIVATION AND CONTRIBUTION
The discussion on demand forecasting and energy pricing
has become more relevant in recent years, mainly due
to the diversification of energy matrices worldwide. This
study presents a systematic and bibliometric review on
energy demand and energy pricing forecasting, based on
the discussion of scientific articles and forecasting studies
carried out in different geographical regions in the world,
Also focusing on the variables that are used by projection
methods for different countries. In this context, the main
contributions of this paper can be described as follows:

• Bibliometric Analysis: The paper presents a com-
prehensive bibliometric review of existing studies on
demand forecasting, providing an analysis of the evo-
lution of this research and its distribution by country,
topic, and keywords. This allows researchers and experts
to identify the main countries and fields involved in this
area of research.

• Systematic Review: The study also conducted a sys-
tematic review of existing studies on energy forecasting,
performing a critical analysis based on specific research
questions. Based on the literature consulted this review
will make it possible to identify the main variables,
models, and applications in demand forecasting.

Based on the above, since energy demand and supply are
factors that exist in electric utilities’ daily routines and are
currently not considered in their energy market forecasting
models, this work has the potential to significantly contribute
to the advancement of knowledge on the use of machine

learning techniques in medium—and long-term energy
market forecasting.

This paper is divided into five sections: Section I presents a
brief introduction to the use of computational techniques for
forecasting; Section II presents a bibliometric and systematic
review of short- and medium-term demand forecasting.
Section III contains the final considerations.

II. BIBLIOMETRIC AND SYSTEMATIC REVIEW
A. RESEARCH METHODOLOGY
For the development of the literature review, the work
in [27], based on the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) statement, was
used as a reference [1]. The methodology, shown in Figure 1,
includes a bibliometric analysis that aims tomap the scientific
production, identify the research patterns, and evaluate the
influence of the journals and the institutions in the field of
medium and long-term forecasting.

First, a bibliometric analysis was performed using the
words ‘‘energy forecasting’’ in the SCOPUS search platform,
fromwhich a base of 2009 papers was found. For filtering, the
articles were limited to the English language. Then, in terms
of document type, article, conference, and review were
considered. In terms of a subject area, the papers were limited
to ‘‘Engineering,’’ ‘‘Energy,’’ ‘‘Computer Science,’’ ‘‘Math-
ematics,’’ ‘‘Environmental Science,’’ ‘‘Decision Sciences,’’
‘‘Economics, Econometrics and Finance,’’ and ‘‘Business
Management and Accounting.’’ The papers were also limited
to the keywords ‘‘forecasting,’’ ‘‘energy forecasting,’’ and
‘‘machine learning.’’ This resulted in 1332 documents used
for the bibliometrics presented in section II-B.
For the literature review, with the aim of answering the

research questions posed in Section II-C, a more specific
search was conducted. This is because most of the articles
found deal only with the short-term horizon, while one
of the interests of this study is to identify the variables
and approaches used in long-term forecasting studies. The
search was conducted on the Scopus platform using the
following strings: ‘‘neural network’’ OR ‘‘deep learning’’
OR ‘‘machine learning’’ AND ‘‘predict’’ OR ‘‘prediction’’
OR ‘‘forecasting’’ OR ‘‘projection’’ AND ‘‘energy’’ OR
‘‘electricity’’ AND ‘‘price’’ OR ‘‘market’’ OR ‘‘storage’’
AND ‘‘long-term’’ OR ‘‘long-term’’ OR ‘‘mid-term’’ OR
‘‘medium-term.’’ The search yielded 478 documents, which
were filtered and limited to studies in engineering, energy,
computer science, economics, econometrics, and finance,
and the English language, reducing them to 423 scientific
articles. From this first filtering, 237 articles, 153 conference
papers, 15 conference reviews, 6 article reviews, and ten book
chapters are the main articles found.

Similar searches were performed on other platforms,
such as IEEE Xplore, SpringerLink, and DirectScience. The
Prisma methodology was applied to this database with an
individual review of the databases, from which 15 journal
articles and 12 international conference papers were selected
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FIGURE 1. Methodology for literature review based on the PRISMA statement.

based on their relevance and application to the proposed
study.

Considering that the authors have previously conducted
literature reviews on medium and long-term forecasting,
a section of previous studies and studies identified through
other methods was considered to complement the methodol-
ogy applied according to the first (1st), fourth (4th), or fifth
(5th) methodological step. The snowball method, which
consists of using an article’s reference list or its citations to
identify other articles on the analyzed topic, was also used in
this work based on previous studies on the topic. The selected
papers are also classified according to the methodological
stage to complement the systematic review [3].
The keywords were then updated as a result of filtering

the articles, which showed that the main applications for
medium- and long-term forecasting, as shown in Table 1,
are maintenance planning, energy rationalization, load fore-
casting for transmission and distribution, and seasonal trend
detection. After analyzing the data, a systematic analysis
was carried out, separating and grouping them according to

the approach used. Finally, techniques for visualizing the
synthesized data are used to graphically present the results
of the proposed previous study.

To conduct the literature review, the following research
questions (RQ) were defined to be answered. 1. RQ1: What
variables are used in the literature with the greatest impact
on predicting energy prices, consumption, and demand?; 2.
RQ2: What are the most commonly used models and how
accurate are they for medium- and long-term forecasts?;
3. RQ3: What is the application of neural networks in
energy consumption forecasting and which countries have
implemented these algorithms in predicting energy consump-
tion? Based on the systematic review, the questions above
will be answered in the following sections. 4. RQ4: How
do modern hybrid and computational intelligence models
improve energy forecasting compared to traditional methods?

B. BIBLIOMETRIC ANALYSIS
A survey of publications related to energy forecasting was
conducted over the last 24 years, as shown in Figure 2.
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TABLE 1. Main applications for time horizons.

The results show that since 2014, the number of studies
analyzing energy forecasting has increased, considering
new variables such as renewable generation, especially
intermittent generation such as photovoltaic solar energy
and wind energy, as the keywords most involved in energy
forecasting. In 2023, according to the survey, the largest
number of studies on energy forecasting was carried
out.

As shown in Figure 3, 55 % are journal articles, 40 % are
papers presented at international conferences, and 5 % are
reviews of articles related to energy forecasting.

Research on energy forecasting is led by the United
States, China, and India, as shown in Figure 4. The
United Kingdom, Spain, Germany, Australia, Canada,
Italy, and France complete the top 10 countries with the
most publications on this topic. According to the survey,
Brazil, where this study was carried out, is in 20th
place.

Figure 5 shows the fields of study related to energy
forecasting. It can be seen that engineering and energy are the
dominant fields, with a significant proportion of the research
undertaken in the field of computation, but also including
other categories such as economics and finance.

The relevant keywords within the analyzed studies are
an important analysis based on the collected information.
For this purpose, the VOSViewer software was used to
generate a thematic map of the keywords according to the
number of times they were cited in the studies, as well as
the connections with other studies and keywords, as shown
in Figure 6. To define and classify the universe of key-
words, a clustering process was performed in the software,
which resulted in three main areas: Energy Forecasting,
Models Used for Energy Forecasting, and Variables Used
in the Literature for Energy Forecasting, all of which will
be discussed in the systematic review in the following
subsections.

C. SYSTEMATIC REVIEW
1) RQ1: WHAT VARIABLES ARE USED IN THE LITERATURE
WITH THE GREATEST IMPACT ON PREDICTING ENERGY
PRICES, CONSUMPTION, AND DEMAND?
Several variables are used in the literature to predict the price,
consumption, and energy demand, covering the economic-
social, behavioral, climatic, and environmental spheres.
Figure 7 presents a representation of the main variables
according to the literature, their prediction horizon, and the
main areas of application in which they have been used.

In the economic-social sphere, input variables such as
population, GDP, employment rates, immigration rates,
urbanization rates, and industrial production indices are
often found in long-term projection studies. In addition,
variables related to the development of tourism in a region,
such as the number of hotels and accommodations, the
number of tourists, and occupancy rates in accommodation,
as presented in [15], and thus inferring that the level of
economic development affects energy consumption [26].
In the behavioral domain, variables are developed that

result from a behavioral mode or lifestyle of individual
customers and groups of customers. This includes variables
such as consumer profile and consumer group typology.
In [7], the different requirements of each group of service
users are addressed using parameters such as user satisfaction
(the difference between the service offered by the company
and the user’s expectations) and the influence of other users
to determine the consumption and sale of electricity.

Climatic conditions have a direct influence on energy
consumption. For example, temperature variations impact
the demand for cooling or heating environments, so their
parameters are important for predictions, especially in the
short and medium term. The variables used are temperature,
dry bulb temperature, humidity, and wind speed [2], [16].

In the environmental field, the study of the correlation
between renewable energy sources and the price of energy
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FIGURE 2. Publications related to energy forecasting in recent years.

FIGURE 3. Distribution of publications by document type.

is noted, as presented in work [9], which presents the
relationship between the consumption and production of
renewable energy - such as solar, geothermal and wind - and
the retail price of electricity, through which it is observed that
with the increase in the price of energy, there is an increase
in the adoption of renewable energy, as well as an increase in
the rates of purchase of electric vehicles.

The importance of analyzing and identifying the variables
that have a direct impact on both energy demand and
price has been verified. In the publications, most of the
variables used to predict energy demand were the same
regardless of the technique used: number of consumers
(residential, commercial and industrial), climate issues,
especially temperatures, economic issues, losses (technical
and non-technical) and energy consumption. In order to
forecast energy prices, it is important to first identify the
main source of energy generation for the region/country,

as this will indicate which variables will contribute to energy
price formation. If the main source of energy in a given
region is fossil fuels, then the most important variables are
economic and energy demand (supply and demand), as they
will have a greater impact on the price. However, if the
main source of energy generation is hydroelectric or wind
power, the variables that have the greatest impact are climatic
variables such as: stored natural energy, rainfall, currents,
winds, among others.

In Table 2 the most commonly used variables for
forecasting electricity prices and demand, according to the
bibliographic references used in this review, as well as those
used for forecasting by load level, i.e. by type of consumer,
are shown.

Various criteria, such as geographical location, socio-
economic factors, politics, and the climate of the region,
influence the variables used in demand forecasting. At the
residential level, climatic and socio-economic variables stand
out as key factors, including population, gross domestic
product (GDP) by consumer type, number of subscribers,
electrification rate, energy tariff, and historical consumption
data. In addition, the region’s climate has a different impact
depending on the geographical location. In regions where
heating is not required in winter, such as much of Latin
America, the temperature does not affect consumption,
making climate a seasonal variable [12], [15].

At the commercial level, climate is one of the most
influential variables, along with GDP. Some studies have also
included tourism-related variables for forecasting demand,
including the number of hotels, travelers, and average
occupancy of hotel rooms per season [15], [26].

At the industry level and overall (including residential,
commercial, and industrial sectors), studies such as [2], [7],
[16], and [26] have used variables such as the share of
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FIGURE 4. Distribution of publications related to energy forecasting worldwide.

FIGURE 5. Distribution of studies by subject area.

industry, urbanization rate, holiday statistics, year-end pop-
ulation, holiday periods, humidity and wet bulb temperature,
which are among the most commonly used.

In conclusion, planners should carefully analyze the
variables influencing demand according to geographical,
socio-economic, and behavioral aspects to achieve accurate
and reliable forecasts.

2) RQ2: WHAT ARE THE MOST COMMONLY USED MODELS
AND HOW ACCURATE ARE THEY FOR MEDIUM- AND
LONG-TERM FORECASTS?
In [17], three time series forecasting methods are presented:
statistical analysis, machine learning, and deep learning.
Statistical analysis includes models such as ARIMA, which
rely heavily on historical data but are not recommended for
long-term forecasting due to the high variability of the data,
that is, when the forecast is greater than 5 years it can no
longer represent the real behavior of the forecast and begins

to have a decreasing prediction curve. Machine learning
uses methods such as K-NN (K-Nearest Neighbors), SVM
(Support Vector Machine), and ANN (Artificial Neural Net-
works). These methods can establish relationships between
historical data without considering internal mechanisms.
On the other hand, deep learning uses backpropagation and
recurrent neural networks to predict time series.

The study in [28] developed an improved ANN model
with an Adaptive Backpropagation Algorithm (ABPA). The
database used in this study is the monthly energy consump-
tion data between 2011 and 2022 obtained from the Iraqi
Ministry of Electricity. Neural networks with Multi-layer
Perceptron (MLP) and a Backpropagation Algorithm (BPA)
were used to develop the ABPA model to improve the
accuracy of models that work with long-term prediction.

A proposed model for predicting monthly electricity prices
for five future years is presented in the paper [9]. The analysis
is based on a database created by merging data from different
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FIGURE 6. Thematic map of keywords separated by relevant categories.

FIGURE 7. Independent variables related to price, consumption and energy demand.

energy companies in California1 for January 2001 to August
2017. The Pandas Python library was used for data cleaning
and two models were developed using the S-ARIMAmethod
to find correlations between variables and electricity prices.
The first model was designed to predict future energy prices
over three years, using 2001 - 2014 as training data and 2014
- 2017 as test data to predict 2017-2020. The second model
aimed at predicting future prices over five years, using 2001
- 2012 as training data, as a test 2012 - 2017, to predict 2017-
2022.

An improved time series model using the S-ARIMA
method for predicting monthly energy demand in Turkey for
2015-2018 is presented in [8]. The work used data from the
Turkish Electricity Transmission Company (TEIAS) contain-
ing monthly energy consumption figures from 2002 to 2014.
The model was evaluated using theMAE, RMSE (RootMean
Squared Error), and MAPE metrics.

The work in [18] presents the models Recurrent Neural
Network (RNN), Long Short-Term Memory (LSTM) and
Gated Recurrent Unit (GRU). Three types of variables are

1https://data.ca.gov/

used. The top-down variables involve predicting energy use
for groups, including data related to the economy, population,
migration, and temperature. Bottom-up variables include
data such as changes in energy load, distribution of energy
resources, vehicle adoption rates, and active power demand
from previous years.

In [24], SVM,DT (Decision Tree), ANN, GBDT (Gradient
Boosting Decision Tree), GPR (Gaussian Process Regres-
sion), and MLR (Multiple Linear Regression) methods were
applied to data from the Hong Kong Census and Statistics
Department2 and the Ministry of Housing and Urban-Rural
Development in China, which were compared using MAPE,
Adjusted R-Square, NMBE (Normalized Mean Bias Error),
and CV-RMSE (Coefficient of Variance Root Mean Squared
Error) metrics to select the model with the best performance
for predicting residential and commercial demand.

The research carried out in [25]presents an approach
to long-term electricity load forecasting in the state of
Uttarakhand using Artificial Neural Networks (ANN).
The model was developed to forecast electricity demand

2https://www.censtatd.gov.hk/hkstat/sub/so90. jsp
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TABLE 2. Forecasting variables used in literature according to the specific sector.

from 2021 to 2030, incorporating input variables such as
socioeconomics (state GDP), population growth, historical
load data, climatic factors, and new factors such as electric
vehicle infrastructure and renewable energy sources. The
dataset was divided into 2011-2015 training, 2016-2018
validation, and 2019-2020 testing. The artificial neural
network approach proved more accurate and adaptable than
traditional models, especially when incorporating modern
variables such as electric vehicles and renewable energy.
The research provides a robust predictive model to guide
energy policies and infrastructure investments to meet future
demand.

The study in [10] presents an MLR model for predicting
energy demand based on economic indicators and analyzing
future trends. The input data collected covers 36 years
from various government sources. This study highlights the
importance of the forecasting process for developing and
planning energy distribution and shows the relevance of
economic data for energy demand.

The article [33], introduces the Heteroscedastic Temporal
Convolutional Network (HeTCN), an advanced model for
electricity price forecasting in the day-ahead market. The
proposed framework integrates an encoder-decoder architec-
ture with methodologies designed to capture heteroscedastic
uncertainties. The Temporal Convolutional Network (TCN)
is employed to extract long-term temporal patterns, price

cycles, and complex dependencies, while a Deep Neural Net-
work (DNN) incorporates the TCN’s output to generate both
point forecasts and uncertainty estimations. Furthermore,
the heteroscedastic output layer simultaneously predicts the
mean and variance of electricity prices, effectively addressing
uncertainty in volatile market conditions. To classify methods
and applications, Table 3 shows the main models and
variables used in the literature, its forecast horizon, and the
location where it is used worldwide.

3) RQ3: WHAT IS THE APPLICATION OF NEURAL NETWORKS
IN ENERGY CONSUMPTION FORECASTING, AND WHICH
COUNTRIES HAVE IMPLEMENTED THESE ALGORITHMS IN
PREDICTING ENERGY CONSUMPTION?
The paper by [21] uses four types of neural networks -
Feedforward: Neural Network (FFNN), Long Short-Term
Memory Neural Network (LSTM), Bidirectional LSTMNeu-
ral Network (Bi LSTM), and Gated Recurrent Unit (GRU)
Neural Network for the prediction of energy consumption for
10 and 20 days into the future. The 2014-2018 data used
were collected from the ADMIE (Independent Electricity
Transmission Operator), located in Greece.3 RMSE (Root
Mean Square Error) and MAPE (Mean Absolute Percentage
Error) were used to evaluate these models. In addition, chaos

3www.admie.gr
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TABLE 3. Summary of articles published between 2019 and 2022 related to energy forecasting.
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TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.
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TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.

VOLUME 13, 2025 29315



J. R. dos Reis et al.: Medium and Long Term Energy Forecasting Methods: A Literature Review

TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.
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TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.

VOLUME 13, 2025 29317



J. R. dos Reis et al.: Medium and Long Term Energy Forecasting Methods: A Literature Review

TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.
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TABLE 3. (Continued.) Summary of articles published between 2019 and 2022 related to energy forecasting.

theory was used to define the prediction time horizon with the
highest possible accuracy.

In [19], a Deep-Feed Forward Neural Network (Deep-
FNN) with sigmoid transfer function and Rectified Linear
Unit (ReLu) activation function is presented for predicting
energy load over the seasons. As a database, it is used
information on energy load between 2010 and 2018 collected
by NYISO,4 which highlights the variables of temperature,
time of day (Time Effects) and peak times (Effect of Load)
and how they affect the amount of energy used.

In [11], the complexity of working with data with seasonal
and non-linear characteristics is highlighted, given that
when considering the challenge of optimal forecasting, the
seasonal treatment can be expected to be very important
for short-term forecasting, more specifically forecasting for
a horizon of less than one year. In this first phase, the
data from the multivariate series are transformed into a
multichannel image using Convolutional Neural Networks
(CNN), due to the need to encode the non-visual data so
that it mimics the properties of visual data before using the
Convolutional Neural Networks (CNN) method to facilitate
visual recognition and classification. In the second phase,

4ttps://www.nyiso.com/load-data

the modified data is input for the hybrid CNN-SVM model,
which can work with multivariables. Then, in the third phase,
key features are extracted from the trained model to make
predictions with new inputs.

In [22], the energy demand analysis for a period of
10 future years (2022 - 2032) is presented through the
use of ANN, using as input data the energy load, PBI,
population growth, number of energy consumers, energy
demand forecast between the years 2025 and 2030. The
model was developed using MATLAB5 (Matrix Laboratory)
platform and evaluated using the MAPE metric. This is
similar to the work that also uses input variables related to
population, energy consumption, and demand for an ANN
model that come from various sources such as Uganda
Bureau of Statistics.,6 Electricity Regulatory7 Authority and
the World Bank API’s, from which data on population8 and
GDP9 were obtained.

5www.mathworks.com
6http://www.ubos.org/publications/statistical-abstract
7http://www.era.or.ug/index.php/statistics-tariffs/tariffs
8http://api.worldbank.org/v2/en/indicator/SP.POP.TOTL?downloadfor

mat=excel
9http://api.worldbank.org/v2/en/indicator/NY.GDP.MKTP.CD?download

format=excel

VOLUME 13, 2025 29319



J. R. dos Reis et al.: Medium and Long Term Energy Forecasting Methods: A Literature Review

In [2]’s work, linear regression and neural network models
are developed to predict monthly peak energy capacity using
historical and climatic data from 2006 to 2010 from the
Mazoon Electricity Company (MZEC), Omã. Two methods
are compared in the work, using 2006 to 2009 as training data
to predict monthly energy load for 2010 and finally validated
usingMSE andMAEmetrics. Thesemethodswere calculated
using the MATLAB tool.

The paper [15] presents a proposal to replace the current
regression model (Multiple Linear Regression) used to
develop the electrical infrastructure plan with LSTM (Long
Short Term Memory) used in deep learning. Unlike Standard
Feedforward Neural Networks, it has feedback connections
and the ability to process single data points and temporal data
sequences and is an improvement on RNN (Recurrent Neural
Network).

The [16] study was developed based on data obtained from
the department of the National Control Center (NCC) and
the Electricité Du Camdodge (EDC), which is Cambodia’s
largest electricity company responsible for the generation,
transmission, and distribution of energy. At the same time,
the climate data came from NASA Prediction of Worldwide
Energy Resources. The study aims to predict future year’s
monthly transmission peak load indices. Using MATLAB
software, linear regression and neural networks are used as
models to analyze peak load variations for the years 2010 and
2019. MAE and MAPE metrics are used to evaluate and
compare the models.

In [20], a system for detecting high energy demand
events at the national level is proposed. The system has
been developed in two stages, the first performing energy
demand forecasting using LSTM and the second performing
dynamic filtering of potential energy demand peaks. The
national demand forecast, the wind generation forecast,
the transmission demand forecast, and the solar generation
forecast were used as inputs, from which the Christmas
weekends and holidays (December 23 to February 2) were
removed.

The state of Odisha in India also used the LSTM algorithm
to forecast the electricity load in the short term horizon
in the range of one week to one month. The historical
series of load data was collected from the Odisha Dispatch
Center and the meteorological variables such as temperature,
relative humidity, dew point, wet bulb temperature and
wind speed were collected from the NASA database. The
LSTM-based model was found to be highly effective,
outperforming comparative methods and providing a robust
solution for power system load forecasting. Future work
could explore longer-term forecasting and include variables
such as holidays that can affect power load [34].
The article [12] begins with a case study of Uganda,

a country in a region that relies primarily on traditional
forms of biomass energy (wood and charcoal) for heating and
cooking. The energy load required is estimated to increase in
the coming decades. In this sense, for the energy forecasting,
the model used was a hybrid method of particle swarm

optimization (PSO) and artificial bee colony (ABC), which
performs better in global exploration. To select the variables,
R-squared and p-values were used to find the significance
of the independent variables in predicting the dependent
variable. The data set was divided into two parts: the training
set used to improve the model coefficients and the validation
set used to evaluate the prediction performance using the
MAPE and R-squared metrics.

In [13] it is shown through the prediction with the use
of Artificial Neural Networks that with the growth of the
population and the economic growth there is an increase
in energy consumption and the number of customers. The
developed model exhibits good prediction accuracy during
the learning phase, however, in terms of the accuracy of
the prediction results with the input variables determined,
it did not show a satisfactory prediction using artificial neural
networks when compared with the consumption estimated by
the PLN RUPTL (Electricity Supply Business Plan) 2019-
2028, which is carried out by the Department of Energy and
Mineral Resources of the Province of West Java.

In [23], a prediction method is presented that is a
variation of a (Discrete Grey Model) (DGM) for frac-
tional seasonal data. Monthly electricity consumption data
from 2010 to 2019, collected by the Hubei Provincial Bureau
of Statistics, are used. The data is divided into four groups
according to the season: Q1 (March to May), Q2 (June to
August), Q3 (September to November) and Q4 (December
to February). Throughout the paper, however, it will be noted
that the projections for 2019-2020 differ significantly from
the actual values due to the impact of the COVID-19 outbreak
on energy consumption, particularly in the period between
December 2019 and February 2020.

The work in [14] focuses on forecasting the forward
curve of electricity prices in Brazil, using four forecasting
models: SARIMAX (Seasonal Autoregressive Integrated
Moving Average), LSTM (Long Short Term Memory), GRU
(Gated Recurrent Unit), and the hybrid model CNN-LSTM
(Convolutional Neural Networks). The data used for the
price projection are the spot price, the PLD (Difference
Settlement Price) and the forward price curve provided by
Dcide. Historical data from the weekly energy price series
from 2012 to 2016 were used to train the models, and the
years 2017 and 2018 were used for testing. Forecasting is
done on a weekly basis for both years. In this way, weekly
forecasts of future energy price series with maturities ranging
from 0 to 4 weeks (A+[0 - 4]) were made. In the end, the
best models for each week of maturity were: the SARIMAX
model for maturity forecasts (A+0 and A+4), the LSTM
for maturity (A+1) and the CNN-LSTM for maturity (A+2,
A+3). It can be seen that for large variations in future prices,
none of the models was able to predict.

The article about [29] focuses on predicting energy
consumption in Kalmar, Sweden, for the study different
techniques for energy forecasting were analyzed such as
Random Forest, XGBoost, SARIMAX, FB Prophet and
CNN. The methodology aims to provide robust models that
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can accurately predict energy consumption, facilitating effec-
tive management in commercial environments. To increase
the accuracy of the predictions, a multivariate time series
forecasting problem approach was used, which allows for a
comprehensive analysis by integrating different data sources
such as historical load profiles, outdoor temperature profiles,
and price profiles. The results of the forecasting methods
were carried out over a two-month horizon, and the CNN
model outperformed the others in terms of forecasting
accuracy and flexibility.

The study by [30] approaches long-term demand forecast-
ing in Jordan using statistical methods, i.e. a hybrid model
that combines multiple linear regression (MLR) and autore-
gressive integrated moving average (ARIMA) techniques,
to improve the long-term forecasting rate. The input data used
are population, gross domestic product, price of barium oil,
and renewable energy production. The historical training data
covers 1990 to 2022, and the model forecasts demand for
2024 to 2035. Specifically, the ARIMA forecasting method
proved superior to the MLR model in terms of time series
adjustment, indicating greater forecasting accuracy. The
forecasting results were divided into normal, optimistic, and
pessimistic scenarios. Some important points were verified,
such as extreme weather conditions significantly affecting
electricity demand, refugee influx rapidly affecting demand
growth, and stresses the infrastructure and public service
sectors. Thus, the comparison between theMLR and ARIMA
models shows that although ARIMA performs better, it can
still be sensitive to the choice of orders andmodel parameters,
which can affect the accuracy of the forecasts.

In [31] A hybrid model using long-term memory tech-
niques (LSTM) based on an improved network search algo-
rithm (IGS) is proposed for forecasting electricity prices. The
algorithm (IGS) enhances the efficiency of hyper-parameter
tuning and allows a systematic and precise selection of
the ideal parameters for the LSTM model by integrating
exogenous factors such as holidays and significant events
into the forecasting model, thereby significantly improving
the reliability and accuracy of price forecasting in the
wholesale market. The very short-term (1-day) energy price
forecasting was performed using LSTM-IGS, which proved
to be superior to traditional methods such as LSTM, FFNN
and their variations. Thus, exogenous variables directly affect
energy market prices.

The article [48] presents a methodology for predicting
demand and classifying electricity consumers based on the
coincidence factor (CF), with the aim of optimizing tariff
planning and demand management. Two neural network
models, LSTM and DeepAR, were used to predict consumer
behavior, taking into account temporal and seasonal charac-
teristics. In addition, the K-means clustering algorithm was
applied, integrated with internal and external CFs, to analyze
long-term behavior and its impact on system load peaks.

In research conducted on [32] studies the forecasting
of electricity prices in Shanxi Province. For forecasting,
multi-model modeling was used, which includes regression,

neural networks and added gray theory modeling. The model
predicts the monthly spot price of energy, which helps new
companies (which don’t have much influence in the sector)
to make transaction decisions. For short-term forecasting,
regression and neural network algorithms were used, which
proved to have a good accuracy rate. To improve things
even further, gray theory modeling and triple exponential
smoothing were added, which improved the reliability of
the forecast results by allowing the treatment of extreme
electricity prices that neural networks cannot handle.

A summary of the models according to time horizon,
elaborated from the literature consulted in this study in
Table 1, is presented in Figure 8. It can be observed that most
of the existing models have been used in long-term horizon
forecasting studies, while the number of models used for
the short and medium term is reduced, mainly due to their
effectiveness.

4) RQ4: HOW DO MODERN HYBRID AND COMPUTATIONAL
INTELLIGENCE MODELS IMPROVE ENERGY FORECASTING
COMPARED TO TRADITIONAL METHODS?
Over the years, energy forecasting has become increasingly
challenging due to the high variability introduced by the
growth of renewable energy sources. Traditionally, fore-
casting relied on physical methods—primarily mathematical
models representing the dynamics of variables associated
with renewable energy, such as climate. Statistical and
deep learning approaches have also played significant roles.
More recently, hybrid methods have gained prominence
by combining and leveraging the strengths of these tra-
ditional techniques, thereby reducing prediction errors for
specific applications. To identify trends in energy forecasting,
a thematic map of leading models was created using the
keywords ‘‘ENERGY FORECASTING’’ and ‘‘MODELS’’
on the SCOPUS platform, with the analysis conducted
via VosViewer software. Figure 9 illustrates the primary
models employed in studies, with a focus on those utilized
from 2014 to 2024.

Machine learning (ML) and deep learning (DL) continue
to dominate forecasting applications, with diverse method-
ologies tailored to specific objectives, such as predicting
electrical load and energy consumption. For example, in [35],
the authors focus on short-term load forecasting for a
university campus in Canada, using regression models and
historical consumption data from January 2016 to March
2020, identifying Gaussian process models as the most
accurate. In contrast, [36] examines monthly electricity
consumption in four European countries using Fuzzy Nearest
Neighbor Regression (FNNR), demonstrating competitive
performance against traditional methods such as ARIMA.

Furthermore, [37] provides a comparative overview of
forecasting methods, highlighting the effectiveness of proba-
bilistic approaches such as DeepAR and Any-Quantile Expo-
nential Smoothing Recurrent Neural Network (AQ-ESRNN)
in calibrating forecast intervals, though without delving
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FIGURE 8. Time horizons models used in Literature according to the type of forecasting.

FIGURE 9. Forecasting models used in literature for energy forecasting for 2014-2024.

into specific datasets. These studies exemplify the diversity
of approaches in electric load forecasting, ranging from
regression models to advanced probabilistic techniques while
underscoring the critical role of accuracy in energy planning.

Recent research in [38] and [39] highlights the effective-
ness of hybrid models for energy load forecasting across
varying time horizons and methodologies. In [38], medium-
term forecasting for the Greek power system employs an
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ensemble approach combining Orthogonal Matching Pursuit
(OMP) andHuber Regressor (HR), with evaluations spanning
over 435 regression schemes and 64 feature modifications.
This study underscores the significance of multivariate
configurations and the inclusion of energy production data,
resulting in marked improvements in prediction accuracy.
In contrast, [39] investigates short-term single-step predic-
tions using a voting regressor, which averages outputs from
multiple base models. Based on 15-minute interval data
from the CERTH-ITI smart home in Greece, this research
emphasizes the impact of incorporating exogenous factors,
such as weather conditions, on prediction performance.
While both studies affirm the effectiveness of hybrid and
ensemble methods, their focus differs, with [38] exploring a
broader range of regression schemes and [39] emphasizing a
specific voting regression approach.

Computational intelligence (CI) methods, including arti-
ficial neural networks (ANNs), genetic algorithms (GAs),
fuzzy logic, and hybrid models, have gained traction due
to their ability to manage nonlinear and complex data
relationships [40], [41]. For instance, ANNs are extensively
utilized for load forecasting and energy demand estima-
tion [42], [43], [44] while GAs optimize forecasting models
and parameters [45]. Fuzzy logic excels in short-term load
forecasting by accommodating uncertainty and imprecision
in the data [36], [46]. Hybrid models, which integrate
multiple methodologies, demonstrate significant potential in
enhancing forecast accuracy by harnessing the strengths of
complementary approaches.

Hybrid methods have become increasingly prominent
in energy forecasting problems, especially when multiple
variables are used as model inputs. This approach combines
complementary methods, as seen in [49], where time series
decomposition and exponential smoothing methods are used
for energy consumption forecasting. In [50], a set of neural
network techniques is used for energy demand forecasting.
The approach combines three different ANN models, each
designed to capture different aspects of the time series.
The results show that the proposed method outperforms
traditional approaches such as multiple linear regression,
SARIMAX, and conventional neural networks. The research
of [51] also demonstrates the trend of using hybrid methods
for time series forecasting. Although traditional techniques
such as LSTM and neural networks are widely used,
their combination complements each other, resulting in
significantly better results.

Comparative studies consistently show that CI methods
outperform traditional statistical techniques such as ARIMA,
especially in nonlinear or discontinuous data scenarios.
Hybrid models that combine CI techniques with statistical
methods achieve superior performance metrics, such as
lower root mean square error (RMSE) and mean absolute
percentage error (MAPE), compared to standalone statistical
models. [47]. These results highlight the limitations of tra-
ditional methods in capturing complex energy consumption
patterns.

In conclusion, the comparative analysis of forecasting
techniques shows that while traditional models such as ANNs
and decision trees have advantages, hybrid and ensemble
models that utilize feature importance and multivariate
configurations offer superior performance. As the energy
sector evolves, the adoption of these advanced forecasting
methodswill be essential to optimize energymanagement and
ensure a sustainable energy future.

III. FINAL CONSIDERATIONS
Demand forecasting and energy price forecasting remain
significant energy market challenges for experts. This paper’s
main goal has been to present a bibliometric and systematic
review of studies related to medium—and long-term demand
forecasting, focusing on identifying the main variables and
models used in the literature worldwide for such applications.
The bibliometric review allowed the authors to observe the
growing number of studies related to demand forecasting and
the main countries carrying out this type of research.

The systematic literature review, on the other hand,
revealed that the independent variables in this study revolve
around four spheres: socioeconomic, behavioral, climatic,
and environmental, all of which influence price, consump-
tion, and energy demand.

Electricity forecasting is a multidisciplinary field that
requires the integration of multiple factors that interact in
complex ways. The quality of data, the choice of modeling
techniques, and the ability to capture and incorporate the
most relevant variables determine the accuracy of forecasts.
Accurate and reliable forecasts are more critical than ever in a
global energy transition scenario The literature review shows
that and increasing penetration of renewable energy sources.

The bibliometric analysis showed that research on energy
prices and demand has grown in recent years. This is
due to global climate issues and the high penetration of
uncontrollable sources in electrical systems, which requires
more flexibility in planning the expansion of electrical
system generation and transmission. A variety of techniques
for forecasting energy prices and demand in the short,
medium, and long term have been reviewed in the literature.
These techniques include statistical methods and machine
learning techniques that are currently widely used, especially
convolutional neural networks. It has also been shown which
techniques are most commonly used for short-, medium-
, and long-term energy forecasting. This shows that some
techniques, when it comes to long-term forecasting, are
not able to represent/generalize this forecast, so they use
combinations of techniques, as shown in the literature.

Finally, the survey also showed that in many countries,
energy price and demand forecasting takes into account
several variables, not only the target energy variables (price
and demand). This shows that the country’s main source of
energy generation is influential, i.e., in countries where the
main source of energy generation is based on hydroelectric,
solar, and wind power, climate variables are taken into
account as they are directly influential. If the main source of
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energy generation is fossil fuels, GDP, population size, and
other factors are taken into account, as shown in the literature.

Despite the aspects evaluated in this study, it is clear that
some points still need to be explored, such as: carrying out
a more in-depth investigation of the factors that affect the
volatility of electricity prices; carrying out a detailed analysis
of the impact of the climate variable temperature in relation
to energy demand and prices. Most of the studies reviewed
use neural network models, but as shown in some of them,
these techniques have difficulties in dealing with outlier
data, providing opportunities for research by analyzing other
pattern recognition models for making predictions.

When it comes to long-term forecasting of electricity
demand and prices, it is known to be a complex and
challenging task, as it considers various variables with their
historical series and patterns. We believe that flexible factors
should be taken into account in the forecasts, such as the
analyst’s knowledge when performing a prediction. In other
words, techniques that allow for this inference should be
utilized to achieve increasingly accurate results.
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