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ABSTRACT Under-resourced automatic speech recognition (ASR) has become an active field of research
and has experienced significant progress during the past decade. However, the performance of under-
resourced ASR trained by existing methods is still far inferior to high-resourced ASR for practical
applications. In this paper, speech data from languages that share the most phonemes with the under-
resourced language are selected as supplementary resources for meta-training based on the Model-Agnostic
Meta-Learning (MAML) strategy. Besides supplementary language selection, this paper proposes a dynamic
sampling method instead of the original random sampling method to select support and query sets for
each task in MAML to improve meta-training performance. In this study, Taiwanese is selected as the
under-resourced language, and the speech corpus of five languages, including Mandarin, English, Japanese,
Cantonese, and Thai, are chosen as supplementary training data for acoustic model training. The proposed
dynamic sampling approach uses phonemes, pronunciation, and speech recognition models as the basis
to determine the proportion of each supplementary language to select helpful utterances for MAML. For
evaluation, with the selected utterances from each supplementary language for meta-training, we obtained a
Word Error Rate of 20.24% and a Syllable Error Rate of 8.35% for Taiwanese ASR, which were better than
the baseline model (26.18% and 13.99%) using only the Taiwanese corpus and other methods.

INDEX TERMS Under-resourced speech recognition, dynamic sampling, model-agnostic meta-learning.

I. INTRODUCTION
In recent years, complex training methods and architectures
of automatic speech recognition (ASR) models have been the
mainstream of research to improve ASR performance [1],
[2], [3], [4], [5], [6]. However, to drive these models, a huge
amount of training data is needed to achieve satisfactory
performance. OpenAI’s Whisper [7] is trained on a corpus
of 680,000 hours of data, enabling it to achieve near state-
of-the-art performance across multiple languages with rich
resources. But not all languages have sufficient training data
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in general research settings, and collecting large amounts
of speech and language data is time-consuming and labor-
intensive. Even though Whisper utilizes weak supervision
methods to collect data and train models, the improvement in
recognition performance for low-resource languages remains
limited. Therefore, the use of effective training strategies and
data augmentation methods to improve the recognition of
low-resourced languages is another topic worth investigat-
ing [8], [9].

For under-resourced languages, data augmentation is the
main method to increase the duration and diversity of an
existing training set without further collecting any new data.
Basically, data perturbation is employed to increase the
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amount of data, such as speed perturbation and volume per-
turbation. Until recently, SpecAugment [10] was proposed
to replace the traditional perturbation method by simply
masking the spectrum of speech data. Although data aug-
mentation can improve the recognition ability of the ASR,
it does not always work by continuously increasing the data
all the time. Besides data augmentation, the field of deep
learning often utilizes resource-rich tasks to improve the
performance of target tasks. Common methods include fine-
tuning [11], transfer learning [12], [13], [14], and multitask
learning [15]. However, in the field of ASR, the help from
other languages cannot accurately control the contribution
of the source domain and the restriction of the architecture
causes that the target domain cannot incorporate model-
independent knowledge from other domains. The rise of meta
learning has the potential to eliminate the above problems
and achieve promising results in various fields including ASR
field.

In the past, researchers observed that deep learning aims
to achieve learning capabilities similar to humans. However,
deep learning demands extensive data and computational
resources, posing a significant contrast to humans, who can
learn from a small amount of data. Meta-learning has been
proposed to address this disparity and address the challenges
associated with limited data for deep learning. Meta-learning,
also known as learning to learn, is a type of few-shot learning
approach. This approach differs from traditional fine-tuning
methods as it seeks to acquire universal prior knowledge that
enables rapid adaptation to unseen target tasks.Meta-learning
can acquire prior knowledge through various methods, such
as loss-based or gradient-based. Among them, the model-
agnostic meta-learning (MAML) proposed by Finn et al.
in 2017 [16] is more widely known. MAML is a gradient-
based meta-learning method. In order to enhance the gen-
eralization of prior knowledge, MAML’s training involves
multiple tasks. Due to the varying data quantities and train-
ing difficulties of each task affecting generalization, past
research [13], [17] has often used random sampling to address
this issue. And in the training of the MAML, each training
iteration randomly samples a fixed number of tasks, and the
data for each task is also randomly sampled. The outstanding
performance of meta-learning has gradually attracted atten-
tion in the field of speech recognition [18], [19], especially
MAML applied to under-resourced ASR [20]. The study
in [20] verified that the MAML model can be applied to
any target language. Reference [21] proposed the method of
alphabet unification, using English pronunciation rules based
on the Latin alphabet as the standard to align each language
in the experiment. Meta-learning was then employed to build
automatic speech recognition (ASR) systems to improve the
recognition capabilities across different languages. Addi-
tionally, [22] applied the fast adaptation characteristics of
meta-learning to under-resource accent ASR. In addition to
normal speech, researchers have also applied meta-learning
to ASR for disordered speech [23].

MAML obtains highly generalizable prior knowledge
through random sampling of tasks and data, making it appli-
cable to various tasks. However, solely pursuing generaliza-
tion by using unrelated models can limit the adaptation speed
to the target model. In previous literature, [24] proposed
Task Similarity Aware MAML (TSA-MAML). This method
obtains group-specific initialization parameters through the
relevance between tasks and has been shown to adapt to target
tasks faster than MAML. Moreover, when the target task is
known in advance, there is no need to consider generalization,
and random sampling methods may not be necessary. In our
previous research [25], we utilized MAML to train under-
resourced ASR with the assumption that the target task is
known in advance, and achieved significant improvements.
If a new sampling method can take into account the rele-
vance to the target task, the relevance of prior knowledge
will be closer to the target task. In previous literature on
improving the sampling method for MAML, the study in [26]
applied MAML to image classification and conducted sam-
pling based on the granularity of image data labels, using
it as an indicator of difficulty. Reference [27] proposed an
adaptive sampling method, selecting suitable training data
for training based on the current state of the model. Refer-
ence [28] proposed a samplingmethod to prevent catastrophic
forgetting and sensitivity to the order of tasks, aiming to
avoid overfitting. Reference [29] applied themeta-curriculum
learning to neural machine translation. To adapt to a broader
range of unseen tasks, the meta-learning process is designed
to shift the model’s focus from global features to local fea-
tures as the number of iterations increases. The common goal
of the above-mentioned literature is to pursue generalization,
employing curriculum learning to progressively train models
from simple to hard tasks. However, for a known target task,
the emphasis may not be on generalization.

For our approach, we drew inspiration from offline learn-
ing and online learning as proposed in [29]. We prepare
supplementary tasks related to the target task through back-
ground knowledge or design a new sampling method based
on feedback from the target task. Although the improved
method loses the advantage of being able to quickly adapt
to any target model, the target task can learn more relevant
features than the original MAML. In this paper, the under-
resourced language ASR will be used as the target task, and
the languages related to the target language will be selected
as the supplementary tasks.

Regarding under-resourced languages, we chose Tai-
wanese (Hokkien) as the target language. Taiwanese belongs
to the category of under-resourced languages, as highlighted
in several studies [30], [31]. To deal with the problem of
under-resource for Taiwanese ASR, two approaches are pro-
posed in this study and summarized as follows.

• Data supplementation: We selected languages that are
related to Taiwanese and share the most phonemes in
common as supplementary languages for data augmen-
tation to train the Taiwanese ASR using MAML.
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FIGURE 1. System framework of Taiwanese ASR training based on MAML.

• Dynamic sampling: A new samplingmethod is proposed
to replace MAML’s original random sampling approach
for selecting useful data during Taiwanese ASR training.

II. PROPOSED METHOD
The overall framework for Taiwanese ASR training based on
MAML is shown in Figure 1. We will focus on the introduc-
tion of the following sections:

• Selection of supplementary languages utilizing the pro-
posed selection method.

• Model construction based on meta-learning principles.
• Dynamic sampling strategy incorporating information
quantity (IQ), feedback from the previous round of
model training, and data distribution.

A. SUPPLEMENTARY LANGUAGE SELECTION
Due to the insufficiency of the Taiwanese corpus, this
study selects available corpus from related languages as
supplementary data. The speech corpus of the selected sup-
plementary language could be included into the training data
to increase the training volume for training the ASR system.
Considering phonemes as the basis for language selection,
this paper uses the international phonetic alphabet (IPA),
which is common to all languages, for phoneme coverage
evaluation. It then converts the IPA of Taiwanese into Tai-Lo
Pinyin, the Taiwanese Romanization System.

The languages for selection contain similar pronunciations
that share the same phonemes with Taiwanese. If a large
portion of the phonemes of the languages for selection are
in common with Taiwanese, we can conclude that they are
helpful for the training process of Taiwanese ASR. There-
fore, we take the overlapping phonemes between the selected
supplementary languages and Taiwanese as the main con-
sideration and use the following rule to determine which
language should be included. If it satisfies any one of the
rule, the language can be considered as a candidate for the
supplementary language.

TABLE 1. Statistics of the speech and text corpus and lexicon of each
language.

• Languages used in geographically close regions to
Taiwan.

• Languages with overlapping phonemes that can com-
pensate for the lack of phonemes in the Taiwanese
corpus.

Based on the above rules, we select Mandarin, English,
Japanese, Cantonese, and Thai as the supplementary lan-
guages. The speech corpus, text corpus, and lexicon of the
selected languages that we can obtain are listed in Table 1.
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The phonemes of these supplementary languages are com-
pared with those of Taiwanese to cover as many phonemes of
Taiwanese as possible in order to achieve a more comprehen-
sive data supplementation. The phoneme coverage for each
supplementary language is shown in Table 2. The language
notations for each language are denoted as TW for Taiwanese,
MD for Mandarin, EN for English, JP for Japanese, CA for
Cantonese, and TH for Thai, respectively. Actually, there
are still two semi-vowels (ngs and ms) not covered by any
of the selected supplementary languages. As the occurrence
probabilities of these two semi-vowels are extremely low,
we can further collect the speech samples of these two semi-
vowels to eliminate the coverage problem without spending
too much effort. Besides, since each common phoneme from
the various supplementary language has diverse tone value,
for the efficiency and rules simplification, the selection of
supplementary languages does not consider tone information.

TABLE 2. Common phonemes between Taiwanese and other
supplementary languages.

To evaluate whether the common phoneme distribution
of speech corpus in each language is similar to that in
Taiwanese corpus, this paper uses the Kaldi Speech Recog-
nition Toolkit [43] to conduct phoneme statistics for each
language corpus. It then compares the number of occurrences
of each phoneme and the number of occurrences of com-
mon phonemes with Taiwanese. The overlapping rates of
the common phonemes with Taiwanese for each language
are: 86.24% for Mandarin, 68.64% for English, 87.99% for
Japanese, 86.63% for Cantonese and 71.85% for Thai. This
study also lists the amount of data available in each lan-
guage for each common phoneme. The proportion of each
phoneme augmented by the supplementary corpus is shown
in Figure 2.

FIGURE 2. The proportion of Taiwanese phonemes supplemented by each
language corpus.

B. META-LEARNING FOR TAIWANESE ASR
In this paper, acoustic models are trained using MAML
based on the selected languages as supplementary training
materials. The training of meta-learning is divided into meta-
training and meta-testing. Both are described in the following
subsections.

1) META-TRAINING
The purpose of meta-training is to train the model to obtain
better initial model parameters for any task. There are usu-
ally several different subtasks in the meta-training stage, and
each training round will randomly select n tasks as meta-
training tasks T = (t1, t2, . . . ,tn, . . . ,tN ). Each meta-training
task can build the model with the parameter θ . The data in
each meta-training task can be divided into a support set
Ds = (Ds1,D

s
2, . . . ,D

s
n, . . . ,D

s
N ) and a query set Dq =

(Dq1,D
q
2, . . . ,D

q
n, . . . ,D

q
N ), which represent the training data

set and the test data set of the task, respectively.Dsn represents
the support set in task tn. The same as the random task selec-
tion, the data composition of the support set and query set
in each meta-training task is obtained by random sampling.
IfDsn has k data samples, it is called k sample learning. If there
are N tasks and k samples in the support set of each task, it is
calledN way k shot. In meta-training, eachmeta-training task
tn trains the random initial parameter θ by the support set Dsn,
and uses gradient decent to minimize θ , as shown in (1). η

is the learning rate. Since the initial parameters of the target
task obtained from each meta-training task focuses on the
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initial training direction to achieve fast adaptation, eachmeta-
training task only needs to be trained with few times.

θ̂n = Learn
(
Dsn;θ

)
= θ − η ·

∂L
(
Dsn, θ

)
∂θ

(1)

After obtaining the parameter θ̂ for each of the n meta-
training tasks, MAML uses query set Dqn to evaluate each
meta-training task and obtains the loss value, as shown in (2).

Lmetan (θ) = L
(
Dqn, θ̂n

)
(2)

After the learning process for each meta-training task,
the meta-gradient decent is performed to update the model
parameters ϕ based on the loss function L (ϕ) from each
meta-training task. The model remains the same as the model
with parameter θ , and is defined as

L (ϕ) =

∑N

n=1
L(Dqn, θ̂n) (3)

ϕ = θ − η′
· ∇ϕ

∑N

n=1
L

(
Dqn, θ̂n

)
(4)

where η′ is the meta learning rate. Repeating the entire meta-
training process several times to obtain the initial parameters
ϕ that are suitable for fast adaption for the subsequent meta-
testing. The update process of initial parameter ϕ was shown
in Figure 3.

FIGURE 3. Schematic diagram of the update process of the initial
parameter ϕ.

The above process yields the initial parameters ϕ. How-
ever, this process involves second-order differentiations,
making the computation quite extensive. To save time, this
paper refers to [44] and adopts the First Order MAML
(FOMAML) method, which allows the omission of second-
order differentiations without significantly affecting perfor-
mance. Equation (5) can be rewritten as:

ϕ = θ − η′
·∇

θ̂

∑N

n=1
L

(
Dqn, θ̂n

)
(5)

2) META-TESTING
The process of meta-testing is the same as meta-training, but
the task extracts the data of the target domain to form the
training batches. The model parameters θ after meta-training

are used as the initial model and are adapted to parameters
suitable for the target domain after the training process, which
involves drawing the support and query sets and updating the
parameters similar to the case of meta-training.

3) MAML FOR TAIWANESE ASR
As the initial parameters suitable for a new task are obtained,
if the target task is single and known, we can adjust the
MAML training process to achieve more robust performance.
In this paper, there are two adjustment methods proposed for
MAML.

In meta-training, through supplementary language selec-
tion, we obtain the most helpful meta-training tasks. In each
training round, we use all meta-training tasks instead of
the randomly selected tasks. Although this tuning method
may lose the generalizability of the model, more useful
information can be obtained from the meta-training task.
In addition, in order to obtain more useful information from
meta-training, we also adjust the random sampling method
for drawing the support set and query set for each meta-
training task. The dynamic sampling method proposed in this
paper will replace the random sampling method. The details
will be introduced in the next subsection.

Although the meta-testing strategy is similar to the meta-
training, the purpose of meta-testing in this study is to further
improve the recognition ability of Taiwanese by using a
smaller amount of Taiwanese data properly. By modifying
the training approach of MAML, in the meta-testing phase,
we directly fine-tune all the target domain data (Taiwanese)
to form the training dataset based on the initial parameters θ

of the model trained by meta-training.

C. DYNAMIC SAMPLING
When using the data from other supplementary domains,
it would be helpful to consider the differences between
the data from each supplementary domain to improve the
efficiency and effectiveness of model training. Hence, this
paper introduces a dynamic sampling method for scoring
and tagging data to bolster the efficacy of meta-learning and
optimize the utilization of data in supplementary domains.
Inmeta-learning, for data selection, random samplingmethod
is generally used to select the supplementary task as well as
the data in each supplementary task. The proposed method
will replace the random sampling method used in meta-
learning. Because the supplementary language is selected
based on the phonemes in common with Taiwanese, dynamic
sampling only focusses on data selection for each supplemen-
tary language. Figure 4 shows the general structure of the
dynamic sampling method. The IQ and the training feedback
from the current meta-training round (rth) are used to decide
which supplementary data should be sampled in the next
meta-training round ((r+1)th). The process is roughly divided
into five parts, which are described in the following.

• Determine the IQ of each speech data in the supplemen-
tary languages.
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FIGURE 4. Dynamic sampling framework.

FIGURE 5. Information quantity computation.

• Determine the distribution of data amount to use in
each supplementary language for the next meta-training
round ((r+1)th).

• Sample the speech data in each supplementary language
using the sum-tree algorithm for weighted sampling.

Concerning the computation of IQ and the selection
of more informative speech data from supplementary
languages, this paper presents the following arguments
based on observations of phonemes and language
pronunciation:

• When an utterance contains more phonemes in common
with Taiwanese, it can provide more information for
Taiwanese ASR.

• The utterances containing more phonemes that fre-
quently appear in Taiwanese in each supplementary
language can provide further assistance for Taiwanese
ASR.

Therefore, to determine the degree of discriminability of a
supplementary language in Taiwanese, this paper proposes to
use a trained Taiwanese ASR system to recognize the utter-
ances of other supplementary languages and calculate the
confidence scores. Afterward, combining prior knowledge
about the ratio of common and frequent phonemes in the
utterance with posterior information from the feedback of the
existing ASR, it is expected to extract more useful training
data for model training.

Figure 5 illustrates the calculation of the IQ, with each
component detailed in the subsequent sections.

D. INFORMATION QUANTITY
The confidence score of utterance U in each supplementary
language is calculated by the frame level Phonetic poste-
riorgrams (PPG) which are extracted from the Taiwanese
ASR (The same as the baseline model described in Table 8.)
during decoding utterance U. To understand the ground
truth phoneme of each frame of utterance U , the alignment
information is obtained from the ASR system for each sup-
plementary language.

For confidence score estimation, cross-entropy and the
error rate for each frame are used. The confidence score is
shown in (6).

CU =
1
K

∑I

i=1
− log (1 − cUi ) (6)

where CU represents the confidence value of utterance U in
the supplementary language, I denotes the number of frames
belonging to the common phonemes in utterance U , K repre-
sents the total frame number of utteranceU , and cUi signifies
the phoneme correct rate for the i-th frame in utteranceU , and
the reference phoneme of each frame is provided by the align-
ment information. If the most probable hypothesis phoneme
in the PPG of the frame matches the reference phoneme and
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is a common phoneme, its hypothetical phoneme probability
is considered as the phoneme correctness rate cUi ; else, 0 is
assigned to cUi . In addition, the confidence score does not
consider the lexical tone in Taiwanese, so cUi is obtained
by averaging the correct rate of the phonemes disregarding
lexical tones.

By using the concept of cross-entropy, where the CU is
high if the value of (1 − cUi ) is low, utterances with high
correctness have high IQ.

The proportion of common phonemes contained in an
utterance affects the amount of training data that can be pro-
vided for the language. The proportion of common phonemes
φU is defined as (7).

φU =
I
K

(7)

In terms of speech characteristics, the more frequent the
phonemes in the corpus of a supplementary language appear
in Taiwanese, the more frequent these phonemes could be
used. Increasing the amount of the speech data of these
phonemes can be beneficial for system training. To deter-
mine the frequency of each phoneme used in Taiwanese,
ensuring that the distribution of phoneme occurrences closely
reflects real-life usage, this paper employs the Taiwanese
Across Taiwan corpus [45], a collection of Taiwanese soap
operas, for estimating phoneme frequencies. The occurrence
statistics for each phoneme in Taiwanese are shown in
Figure 6.

FIGURE 6. Percentage of Taiwanese phonemes used in Taiwanese soap
operas.

The frequency distribution of each Taiwanese phoneme is
then used to evaluate the usefulness of the phoneme as the
training data. Let fx be the occurrence frequency of Taiwanese
phoneme x and fw be the lowest occurrence frequency among
all Taiwanese phonemes. Then, we calculate the ratio of fx
over fx , followed by taking logarithm to facilitate the calcula-
tion of the ratio of each language in the subsequent dynamic
sampling and to reduce the disparity in the distribution of
individual ratios. For each Taiwanese phoneme x, the log ratio
Px is defined in (8).

Px = log (
fx
fω
) (8)

The ratio for each Taiwanese phoneme is applied to every
utterance in the supplementary language. For the frequent
phoneme in the supplementary language utterance U , the
calculation of the frequency ration at the frame level is shown
in (9). If the hypothesis phoneme is the same as the reference
phoneme and its phoneme is the common phoneme, then the
ratio P of the phoneme for this frame will be calculated, else,
0 is assigned to Fui for the i-th frame.

Fui =

{
Px , if x = ref .phoneme and ∈ common phoneme
0, else

(9)

The percentages of frequent phonemes in the utterance are
averaged as shown in (10). K is the total number of frames in
utterance U , and I is the number of frames which belong to
common phoneme in utterance U .

FU =
1
K

×

∑I

i=1
Fui (10)

The confidence score is multiplied with the other two
factors as the IQ of utterance U calculated by the speech
recognition system, as shown in (11).

IQU = φU×FU×CU (11)

For a supplementary language l, if the total number of
utterances is J , each utterance in language l has its infor-
mation quantity {IQl1,. . . , IQ

l
J }, and the average information

quantity ql of the current training round is the average of the
information quantity of all utterances, as shown in (12).

ql =
1
J

∑J

j=1
IQlj (12)

The acquisition of IQ has been fully described above. Next,
we will introduce the training feedback component.

E. FEEDBACK INFORMATION
Let the set of all supplementary languages be Lan =

{l1, . . . , l5} = {MD,EN , JP,CA,TH}. Then, for a supple-
mentary language l, the properties of the proportion of the
utterances used to determine the next training round are
described as follows.

We use Kaldi’s chain model which uses the log-probability
between the generated phoneme sequence and the correct
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phoneme sequence as the target function. A higher log prob-
ability means that the model performs better, i.e., the model
learns better in a particular language, which should lead to
higher adaptability. Let the log-rate of a supplementary lan-
guage l after training be LPl . For a supplementary language
l, the performance score δl in the previous training is the final
log-rate obtained at the end of the meta-training using the
query set to evaluate the model θ , normalized between [0, 1],
as shown in (13).

δl = norm (LPl) (13)

We retrieve the dynamic sampling distribution of the
current training round as historical information, i.e., the pro-
portion of utterance assigned to each supplementary language
in this training round. Then, for a supplementary language l,
its data distribution d l in this training round is a proportion
value between [1, 0], as shown in (14).

0 ≤d l≤ 1,d l∈R (14)

Let the time of this training round be r , then the per-
formance score 1r , the proportional distribution Dr , and
the average information quantity Qr of the current training
round can be expressed as three one-dimensional vectors for
5 supplementary languages respectively, as shown in (15)
to (17).

⇀

1r =

{
δl1r , . . . ,δl5r

}
(15)

⇀

Dr =

{
d l1r , . . . ,d l5r

}
(16)

⇀

Qr =

{
ql1r , . . . ,ql5r

}
(17)

Finally, the above information is used to calculate the
proportional distribution Dr+1, calculated as shown in (18),
for each supplementary language in the next training round,
and three parameters α, β, γ are set as the weights of the
performance score, proportional distribution, and average
information quantity, respectively.

⇀

Dr+1 = norm
(
α×

⇀

1r + β×
⇀

Dr + γ×
⇀

Qr
)

(18)

After obtaining the utterances in each supplementary lan-
guage through dynamic sampling distribution, this paper
further adopts the sum-tree structure, using the IQ of each
utterance as a factor, to select the more helpful utterances as
the training data.

F. SUM-TREE
Sum-tree is originally used as a data structure for deep Q
learning in reinforcement learning. It is used to extract train-
ing samples with high temporal difference error (TD error),
i.e., poorer performance, and give them more training oppor-
tunities. This approach enables the overall training process to
prioritize areas that require more learning, thereby expediting
model convergence and enhancing its performance.

The structure of the sum-tree is a complete binary tree. This
tree is built by storing the priority of each data in each leaf

FIGURE 7. Schematic diagram of the completed sum-tree.

node and adding the priority of each leaf node two by two
to its parent node. In this way, the priorities are summed up
level by level, and the root of the complete binary tree stores
the sum of the priorities of all data.

When sampling data using a sum-tree, the sum of all
priorities stored in the root of the tree is denoted as R.
Assuming that the training round needs to extract M data
samples, it is necessary to divide R by M to generate M
intervals [s1, . . . , sm, . . . , sM ], and the size each interval does
not exceed the quotient of R divided byM . Then, for selecting
the value of vm in each interval, vm must follow two rules to
traverse from the top to the bottom and left to right of the
sum-tree.

• First compare vm with the value le of the left child node
of the current node. le as parent node is calculated by
sum of the values of both child nodes. If vm < le, then
the value of vm remains unchanged and the left child tree
of the current node is traversed.

• If vm > le, subtract the value le of the left child node from
the value of vm (vm = vm − le), and traverse to the right
child of the current node.

When traversing to the bottom of the tree in this way,
the node is the sampling result. For example, the priority
distribution of the sum-tree is shown in Figure 7, and the ran-
domly selected value of v is 17 in the 3rd interval (12≤x<18,
i.e., [12, 18)). In the first branch, v will select left child node
according to rule 1 (17 < 22). When traversing to the second
branch, v will select the right child node according to rule 2
(17 > 12, so the right child node is selected to traverse).
Finally, v will select the right child node in the third branch
using rule 2 (5 > 2), so the right child node is selected to
traverse and the data with a priority value of 8will be selected.

III. EXPERIMENTAL RESULTS
A. DATASETS IN TARGET DOMAIN AND
HYPERPARAMETER
The data used for training the acoustic models were sampled
from the datasets of five languages, consisting of Mandarin,
English, Japanese, Cantonese, and Thai. For the training
process of the target language (Taiwanese), MHMC bal-
anced speech database [12] and the training set of Taiwanese
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across Taiwan (TAT-Vol1) [45] were employed. TAT-Vol1 is
a Taiwanese speech dataset released by the Formosa Speech
Recognition 2020 (FSR2020) challenge. In our experiments,
we use the evaluation set from the pilot-test of this challenge
as the testing corpus for this paper. The text corpus consisting
of 867,260 Taiwanese sentences [46], [47], [48], [49], [50]
was used for language model training. The statistics of the
Taiwanese speech corpus are shown in Table 3.

TABLE 3. Statistics of taiwanese speech corpus.

Regarding the parameters, in this section, we will cover
the remaining parts of Figure 1, including feature extrac-
tion, alignment information extraction, acoustic modeling
and languagemodeling. In terms of feature extraction, the raw
speech data were sampled at 16 kHz, and the length of each
frame was 25ms with 10ms overlap for feature extraction.
Then, we extract Mel-scale Frequency Cepstral Coefficients
(MFCC) from both the support set and the query set. To mit-
igate differences arising from recording devices and environ-
ments across different audio files, we normalize the MFCC
using Cepstral Mean and Variance Normalization (CMVN).
Additionally, we adopt the approach outlined in [51], where
we extract i-vector and preprocess them with Principal Com-
ponent Analysis (PCA) and Universal Background Model
(UBM). Finally, we combine the MFCC with the i-vector
and input them into the acoustic model. Regarding alignment
information, it is obtained from the Hidden Markov model
with Gaussian mixture emissions (GMM-HMM). The train-
ing of the GMM-HMM was carried out sequentially using
monophones, triphones, and Linear Discriminant Analysis
Maximum Likelihood Linear Transformation (LDA-MLLT).
The settings related to the GMM-HMMare referenced in [43]
and [52]. In terms of the acoustic model, after obtaining
the alignment information, we can proceed with supervised
learning of the Hidden Markov model with Time Delay Neu-
ral Network (TDNN-HMM) [51]. For the language model,
the SRILM tool [53] was used to perform n-gram statistics
and probability value conversion. The overall architecture
is implemented using Kaldi,1 with detailed parameters as
mentioned above, as shown in Table 4. The related code and
the corpus are publicly available.2

B. EVALUATION OF UNDER-RESOURCED ASR
In this section, we investigated the effects of parameters and
trainingmethods on the performance of themodel through the
experimental results. The word error rate (WER) and syllable

1Kaldi: https://github.com/kaldi-asr/kaldi
2https://github.com/qqaazz84415/DY-MAML-TW-ASR

TABLE 4. Schematic table of hyperparameters and configurations.

error rate (SER) were adopted as the evaluation criterion for
the experiments. The WER was calculated by using words
as the unit of calculation, and the text corpus used in this
paper was represented by TaiLo Pinyin. Therefore, when
each TaiLo Pinyin word was separated into individual char-
acters, it still contained several TaiLo Pinyin syllables, which
consisted of more than one character in the text. Therefore,
the SER was used here to better represent the recognition
accuracy of the syllables in Taiwanese language.

Since thereweremany variables in system implementation,
the most effective combinations of parameters and settings to
improve the recognition ability of the model were obtained
experimentally. We not only experimented with the number
of support sets Dsr and query sets Dqr of the tasks extracted
in each training round with meta-training using dynamic
sampling, but also different combinations of training strate-
gies adopted to examine the improvement in the recognition
accuracy of the model. The results for each configuration are
shown in Table 5.
To quickly find the optimal parameter configuration,

we first conduct experiments to observe which parameter
is the most important. For independent experiments based
on three parameters, the results showed that the method
using only the average information quantity to determine the
amount of training data for each supplementary language in
the next round at γ = 1 resulted in a lower WER and SER for
each setting. Based on this result, this paper then combined
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TABLE 5. The WER/SER (%) for the combination of each parameter and
data amount.

the ratios of the three parameters (α, β, γ ) according to the
degree of influence of the above experimental results. The
results showed that the model had the lowest WER and SER
in each setting for (α, β, γ ) = (0.1, 0.2, 0.7). From these
experimental results, it is evident that the average information
quantity remains a primary factor influencing the experimen-
tal result. However, incorporating a slight reference to the
model’s feedback can enhance the recognition ability of the
model.

After deciding the ratio between the dynamic sampling
parameters, the relationship between the number of training
data used in each round and the recognition results are pre-
sented in Table 6. Table 6 shows the effect of the number
of support sets Dsr and query sets Dqr on the accuracy of
the model for each training task. Besides, the results from
random sampling-basedMAML are also presented in Table 6.
Because of the restriction of the Kaldi system, the training
data should consist of at least 1000 utterances for the support
set Dsr and the query set D

q
r , respectively. Due to the possibil-

ity of the training data for dynamic sampling-based MAML
being fewer than 1000 samples, we omit experiments with
1000 training data for dynamic sampling-based MAML.

TABLE 6. The WER/SER (%) for the different sample method.

The experimental results in Table 6 show that the MAML
tends to focus on extracting information from a smaller
amount of data. The model using 2000 utterances for Dsr
and 2000 utterances for Dqr for each supplementary language

achieved the best performance. There were two probable
reasons for the results.

• The goal of meta-training is to obtain the initial parame-
ter for meta-testing task, so the training data volume for
each meta-training task does not need to be much. Once
each meta-training task has been well-trained, it may be
hard to change the training direction for the meta-testing
task. For example, whenDsr andD

q
r = 6000, resulting in

a total of 60000 data samples from five supplementary
languages for each training round, we obtained relatively
poor results compared to those with fewer utterances.
This proved the importance of the volume of the training
data.

• Considering the diversity problem in the supplementary
languages, Mandarin had the largest number of utter-
ances, while Japanese had the least. When Dsr and D

q
r =

6000, in each training round,Mandarin had a high proba-
bility to select utterances that were different from others.
But the total number of Japanese utterances was fewer
than the number of utterances to be sampled, so some
utterances were duplicated, affecting the performance of
the Japanese task due to the low diversity of the training
data.

TABLE 7. The WER/SER (%) for the meta-training round.

Next, this paper also experimented on the effect of the num-
ber of meta-training rounds in regard to recognition accuracy
using the settings of the experiments above, where (α, β, γ )=
(0.1, 0.2, 0.7) and both the utterance numbers of the support
set and query set were 2000. The experiment was conducted
by decoding the test data after each meta-training round and
adjusting the model to recognize Taiwanese using the target
domain data (i.e., Taiwanese). The recognition result for each
round is shown in Table 7.

From the results in Table 7, we can see that the error rate of
words and syllables dropped to the lowest when the training
rounds are the 4th and the 5th rounds, and then increased
unsteadily with the increase of the number of training rounds.
This reconfirmed that by simply adding more training rounds
may not obtain better performance. Therefore, it is very
important to balance the training volume of the data in the
target domain and the source domain. Besides, the number
of training rounds for the selection of the utterances from
the supplementary language should be empirically chosen to
achieve the best performance.
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In this paper, in order to demonstrate that the dynamic
sampling method applied to MAML is effective, we used
the parameter settings in Table 4 to construct the baseline
model, transfer learning model and the random sampling-
basedMAMLmodel for comparison. The baselinemodel was
trained from scratch on Taiwanese corpus. Transfer learning
was a classical method dealing with under-resource problem.
The source domain of the transfer learning was trained with
five supplementary languages, and the phoneme set, and the
lexicon were the union of the five supplementary languages.
After the training process for the source domain, the acoustic
model was fine-tuned for the target domain. And the number
of utterances in each training round was 2,000. In addition,
we compared our experimental results with those of other
teams that participated in FSR2020 [54]. In this challenge,
the classic example scripts from Kaldi were utilized. Refer-
ence [55] proposed the Macaron architecture for the acoustic
model. The architecture consists of TDNN-F layers and
Time-Restricted Self-Attention (TRSA) layers. TRSA is sim-
ilar to Transformer but with a greater emphasis on extracting
local features. Reference [31] employed perturbation meth-
ods such as noise injection and SpecAugment to enhance the
recognition ability of ASR. Additionally, we also compared
our approach withWhisper.We utilized theWhisper-large-v3
model and adapted it to Taiwanese using AdaLoRA [56]. The
experimental results are shown in Table 8.

TABLE 8. Error rate (%) of comparison methods.

The experimental results demonstrated that employing
MAML as the training strategy and incorporating additional
supplementary language data led to a significant improve-
ment in recognition accuracy, regardless of the sampling
method applied. In comparison to the baseline, transfer
learning, and random sampling-based MAML, dynamic
sampling-based MAML exhibits relative improvement rates
of 22%, 15%, and 3% for WER, and 40%, 24%, and 5%
for SER, respectively. Compared to other methods [54,
31, 55] and Whisper, the relative improvement rates were
34%, 38%, 45%, and 15%, respectively. These methods
incorporate complex attention mechanisms and data augmen-
tation techniques. However, in addressing the challenge of
improving low-resource language data, the proposed dynamic
sample-based MAML in this paper demonstrates significant
advantages.

According to the result of dynamic sampling-based
MAML and comparison results, dynamic sampling-based
MAML had the best performance as shown in Table 8. Since
the difference between this method and the random sampling-
based MAML was the sampling method, the following will
analyze the adjustment of data amount of the dynamic sam-
pling method for each supplementary language per training
round. The dynamic sampling results are given in Table 8,
and the corresponding statistical results are shown in Table 9.

TABLE 9. Adjustment in the amount of training data in each language
through dynamic sampling.

From the statistics of the training data in Table 9, we could
see that the proportion of various supplementary language
fluctuated in each training round. The amount of training
data in the 4th training round from the greatest to the least
were TH, JP, MD, CA, and EN. Among them, the amount
of English and Cantonese corpus gradually decreased, espe-
cially in English, even though the English corpus had the
largest resources. It was not easy to be sampled by the
dynamic sampling method because of the few common
phonemes. And the amount of Mandarin, Japanese and Thai
corpus were increased after the 4th training round, especially
in Thai. Unlike English, Thai had the second smallest amount
of data among supplementary languages. But it is the sup-
plementary language with the largest common phonemes (27
common phonemes), so it is favored by the dynamic sampling
method.

Combined with the experimental results in Table 8 and the
statistics in Table 9, we concluded some possible reasons:

• It can be seen from Table 8 that MAML was much
better than the baseline model. Since the baseline model
did not benefit from any supplementary languages, its
performance cannot be compared with other fine-tuned
methods such as transfer learning and MAML. Com-
pared with the transfer learning, it is known that too
much training in the source domainmaymake it difficult
to transfer the trained knowledge to the target domain.

• In Table 8, the dynamic sampling method slightly out-
performed the random sampling method. There are two
possible reasons. First, as seen in Table 5, IQ is most
beneficial for the dynamic sampling method. However,
one of the three parameters that compose IQ, the con-
fidence value CU , is obtained by calculating the PPG
values from the baseline model. The baseline model
might provide unstable PPG values due to insufficient
training data. Consequently, the quality of the baseline
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TABLE 10. Phoneme accuracy (%) through various comparison methods.

will directly affect the performance of the dynamic sam-
pling method. A well-trained model could potentially
widen the performance gap between the dynamic sam-
pling method and the random sampling method. The
second reason is the issue of imbalanced supplementary
language data. From the statistics in Table 9, we know
that Thai wasmost beneficial to Taiwanese ASR, so Thai
had the largest amount of selected data by dynamic sam-
pling. However, from the content of the supplementary
language corpus, it is found that the duration of the
Thai corpus was the second smallest, which led to that
Thai corpus favored by the dynamic sampling method
cannot provide enough data with higher IQ for selection.
In addition, perhaps the problem of under resource, the
performance of dynamic sampling method cannot be
further improved with the increase of training rounds.
Therefore, it is important for dynamic samplingmethods
with adequate and balanced supplementary language
corpus. But even so, the dynamic sampling method can
still improve the performance when the supplementary
language corpus is extremely unbalanced (The ratio of
duration of the most helpful language, Thai, to the least
helpful language, English, is about 1:5), which proved
that the dynamic samplingmethod is helpful forMAML.

In order to verify the benefits of adjusting the amount
of training corpus for each supplementary language using
the dynamic sampling method for Taiwanese ASR, we con-
ducted a comparison of phoneme accuracy with different
methods, including DS (dynamic sampling based MAML),
RS (random sampling based MAML), TF (transfer learning),
and BL (baseline). The results are presented in Table 10.

Recognition accuracy of phonemes was obtained from the
PPG, which was calculated from the probability of the phone
at the frame level, and alignment information as reference
to determine correct phone for each frame. The PPG-based
phoneme recognition accuracy was calculated by counting
the number of the hypothesis phones which were the same as
the reference phones from alignment information at the same
frame position.

From the result of Table 10, there was a relatively large gap
between the average phoneme accuracy of BL and other three
comparison methods. The average phone accuracy of DS was
the best in these comparison methods.

This phenomenon not only shows that the accuracy of BL
was relatively low due to the amount of training data, but also
verifies that it was useful for DS to select favorable training
data through dynamic sampling method. The selection of
frequently used phonemes is one of the criterions for IQ,
observing that the phonemes, such as ‘a’, ‘i’, and ‘u’, shown
in Figure 6 are frequently used. The recognition accuracy of
the three phones were 3% or above better than the second-
best method (RS), and at least 5% better than BL method.
According to the amount of training data in each supple-
mentary language from Table 9, Thai was the most favorable
supplementary language with the largest amount of the train-
ing data after the 4th dynamic sampling adjustment. From
Figure 2, it is known that the most contributing phonemes
in Thai language were ‘m’ and ‘n’, and the accuracy of these
two phonemes was significantly improved compared to other
frequently used phonemes due to the increased amount of the
training data in Thai. It is also worth mentioning that the two
semi-vowels (ngs and ms), which cannot be helped from any
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supplementary languages, were as accurate as the BL method
regardless of the method used.

IV. CONCLUSION
In this study, considering the common phonemes in the high-
resourced languages, a total of five supplementary languages
are selected as additional training data to increase the training
capacity for Taiwanese ASR. MAML is then adopted to learn
the training data in each supplementary language. Based
on MAML, the initial parameters of the model can obtain
information from the supplementary data. In addition, this
paper also proposes a dynamic sampling method for MAML
instead of the original random sampling method, in which
the distribution of supplementary data is scrambled in each
training round and the utterances with higher information
quantity are extracted to provide more help to model training.
After implementing dynamic sampling based on phoneme
analysis and the training performance assignment proposed
in this paper, further improvement in phoneme accuracy was
achieved, with a WER of 20.24% and a SER of 8.35% on
the test set. The results show that training the model with
more supplementary data can improve the results, and hav-
ing the model trained with more informative languages and
utterances can help improve the recognition of the target
under-resourced languages.

The dynamic sampling and IQ determination approach
proposed in this paper are based on the knowledge that bene-
ficial to Taiwanese ASR for each utterance and the feedback
from the current ASR system. However, the adoption of
this method partially relies on rule-based approaches and
requires a certain level of knowledge about the target lan-
guage. To make this method applicable to various languages,
future research could explore more objective features as fac-
tors influencing dynamic sampling-based MAML.
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