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Abstract— Covert communication promises a secure transmis-
sion mechanism for Backscatter Communication (BC) by hiding
the transmission behavior of backscatter devices from potential
eavesdroppers. This letter investigates the upper limit of the
covert rate in a scenario where a multi-antenna eavesdropper is
present in BC setup, considering the inherent structural reflection
of a backscatter tag. Specifically, the transceiver can employ a
Gaussian signal to illuminate the tag, with special considering two
distinct signals: a modulated signal and an additional reflected
signal from the tag’s antenna structure. This letter considers a
powerful eavesdropper who is equipped with a massive antenna to
enhance its ability to detect the tag’s transmission activities. The
results reveal the presence of the square root law (Θ(

√
n) covert

bits in n channel uses) across various scenarios. Theoretical
analysis demonstrates the inhibitory effects of both the tag’s
antenna structural reflection and the variance of the transceiver’s
Gaussian signal on the eavesdropper’s detection capabilities.
Furthermore, numerical results illustrate the impact of different
parameters on the covertness of the system.

Index Terms— Covert communication, backscatter communi-
cation, tag’s structural reflection.

I. INTRODUCTION

THE rapid development of the Internet of Things (IoT)
has led to an increasing demand for wireless sensing

devices. With considerations on both quantity and power con-
sumption, Backscatter Communication (BC) enables passive
tags to communicate by reflecting surrounding wireless signals
without a battery, making it a promising technology for a wide
array of IoT applications [1]. However, due to the broadcast
nature of wireless communication, these tags are vulnerable to
eavesdropping, which poses substantial security and privacy
concerns [2]. Meanwhile, simple-designed backscatter tags
present challenges for implementing conventional cryptog-
raphy methods that depend on complex key variations [1].
Fortunately, covert communication offers a low-cost and effec-
tive solution, capable of hiding the transmission behavior from
potential eavesdroppers by introducing uncertainty, such as
noise or power fluctuations, into wireless channels [2]. Thus,
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it has been integrated into the BC system to enhance its
security.

Covert BC have been extensively studied in [2], [3], [4], [5],
[6], and [7]. In [2] and [3], the adjustment of the transmitted
signal’s power was explored to maximize the eavesdropper’s
detection error probability for legitimate channels. Similarly,
the author in [4] proposed an energy-efficient covert com-
munication scheme to minimize tags’ power consumption
by adjusting their backscattering coefficient. Additionally, the
Square Root Law (SRL) was proven within a BC system in [5],
which states that at most Θ(

√
n) bits can be transmitted reli-

ably and covertly over n channel uses, assuming Alice and Bob
share a sufficiently large codebook designed to encrypt each of
Alice’s transmitting symbols. The square root law also applies
when attackers perform quantum eavesdropping [6]. Moreover,
utilizing multi-antenna tags and beamforming techniques, the
enhancement of the covert rate performance in BC systems
was addressed by the author in [7]. These studies have wide-
ranging implications for the development of an efficient covert
BC system.

Those covert BC studies lack research on the practicality
of achieving covert communications using the tags’ inher-
ent antenna reflection against eavesdroppers with massive
antenna arrays. In practice, multi-antenna technology allows
eavesdroppers to track and compensate received signals from
various directions, providing significant array gains for signal
detection in the tag’s transmission activities [8]. Although
technologies such as artificial noise [3] and multi-antenna
tags [7] have demonstrated effectiveness in covert commu-
nication, their implementation requires power consumption
and complex design, which are impractical for resource-
constrained tags. In this letter, a BC system is explored as
shown in Fig.1, where a transceiver named Bob illuminates a
tag labeled Alice using Gaussian signals. Specifically, Alice
harvests energy and modulates information on the incident
signal, aiming to secure communication with Bob in the pres-
ence of an eavesdropper named Willie equipped with massive
antennas. The main contributions of this work are as follows:

1) This study examines the covert rate limit in BC with a
multi-antenna eavesdropper, focusing on Willie’s detec-
tion probability with a large antenna array.

2) The confirmation of the square root law in covert BC
illustrates how a tag’s inherent reflection in its ‘off’ state
adds noise for the eavesdropper, thus facilitating covert
communication studies.

3) A numerical analysis assesses covertness across differ-
ent scenarios, examining parameters to understand their
impact on the system’s covertness.

Notations: (.)−1, (.)T , (.)H , and |.| denote the inverse,
transpose, conjugate, and determinant operations of a matrix.
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Fig. 1. System setup for covert monostatic backscatter communications.
Alice performs binary phase shift keying by switching R1 and R2 to ‘open’
or ‘closed’. Willie uses a massive antenna array to track Bob’s illuminated
and Alice’s modulated signals.

The absolute value and the conjugate operator for a com-
plex number z are denoted by |z| and z∗. E{·} stands for
the statistical expectation of a random variable, while ℜ{·}
represents the real part of a complex number. || · ||l1 and || · ||
are 1-norm and Euclidean norm, respectively. f(x) ≃ g(x)
denotes that limx→c

f(x)
g(x) = 1, indicating asymptotic equality.

Q(zt) =
∫ z

−∞ e−
1
2 t2dt represents the Q-function. DKL (p||q)

measures Kullback-Leibler (KL) divergence for possibility
distribution q and p, where DKL (p||q) =

∑
i p(i) log p(i)

q(i) .

II. SYSTEM MODEL

Fig. 1 illustrates a monostatic backscatter system, includ-
ing Alice’s backscatter transponder and Bob’s full-duplex
transceiver [1]. Initially, Bob transmits a Gaussian waveform
b to Alice’s antenna. The waveform b is independent and
follows a complex Gaussian distribution CN (0, Pb), where Pb

represents Bob’s average transmitting power, defined as E|b|2.
Subsequently, Alice harvests energy from b and proceeds to
encode her message through load modulation on the incident
wave. Specifically, let a denote Alice’s information symbol,
which is modeled with Binary Phase Shift Keying (BPSK).
Alice sets a = ±1 when she is active and a = 0 when she
is inactive. As Bob possesses knowledge of b, the modulation
effect of Alice’s message a on b can be compared to subjecting
each symbol b to a known fast-fading channel, with the
instantaneous coefficient a considered from Bob’s perspective.
Therefore, unlike the approach proposed in [5], Alice and Bob
do not require a pre-shared codebook in the data transmis-
sion stage. Meanwhile, armed with massive antennas, Willie
passively listens and intercepts Bob’s and Alice’s signals to
determine whether Alice is transmitting messages to Bob.
Given Willie’s observation of the signals from Bob and Alice,
the signal received by Willie can be written as

yW = hAW (xa + η)b + hBW b + z, (1)

where hAW = gBAgAW

σW A

√
P presents the attenuation from Bob

to Alice to Willie, and hBW = gBW

σBW

√
P is the attenuation

from Bob to Willie. We assume a block fading channel
model where the channel gains, denoted as gKL for KL ∈
{BA, AB, BW, AW}, are independently and identically dis-
tributed, while maintaining constant non-zero values within
a detection cycle. Though the theoretical distribution could
potentially include zero, the likelihood of a zero gain during
any detection cycle under practical conditions is negligible.

σAW and σBW are the standard deviation of the receiver
noise at Alice-to-Willie and Bob-to-Willie channels. x denotes
Alice’s backscatter device’s attenuation factor, 0 < x < 1.
The factor η stands for the reflection losses induced by the
inherent structure of Alice. Even when Alice is inactive,
power is still reflected due to the structural characteristics of
the antenna chip. The experimental results from [9] suggest
that the feasible range of the parameter η includes values
from 1 to 0.1. z represents the Gaussian receiver noise at
Willie, following the distribution CN (0, 1).

To improve the Signal-to-Noise Ratio(SNR), Willie can
employ a matched filter to project the received high-
dimensional signal yW onto two subspaces: one containing
Bob’s illumination signal and another containing Alice’s sig-
nal. Subsequently, the Gram-Schmidt procedure is utilized
to transform Willie’s received signal into two orthogonal
bases [10]:

sAW =
hAW

∥hAW ∥
, sBW =

hBW − ρsAW

∥hBW − ρsAW ∥
, (2)

where ρ = hAW hBW

||hAW ||||hBW || shows the correlation between the
two channel vectors, 0 ≤ ρ ≤ 1. hBW is represented as:

hBW = ||hBW ||(ρsAW +
√

1− |ρ|2sBW ). (3)

Thus, yW is mapped as two orthogonal signals y1 and y2.

y1 = ℜ{gH
AW yW } = (||hAW ||η + ||hBW ||ℜ{ρ}

+ ||hAW ||xa)b + z1, (4)

y2 = ℜ{gH
BW yW } = ||hBW ||

√
1− |ρ|2b + z2. (5)

Denoting Willie’s received signal in vector form as y =
(y1, y2)T , the channel covariance matrix observed by Willie,
conditioned on a, is given by:

R(ax) ≜ E{yyT |a}. (6)

When a = 0, Willie can determine the channel covariance
as only Bob’s signal is present. According to [11], Willie
can enhance the SNR and channel capacity by applying a
whitening filter to the measured signal.

u = R
1
2 (0)y, (7)

where u ∈ C2×1 and each element in u contains n samples
captured by Willie. The Probability Density Function (PDF)
of u is [12].

pW (u|a = 0)

=
1
2π

exp
(
−1

2
||u||2

)
(8)

pW (u|a ̸= 0)

=
∑

a∈±1

1
4π|Q(ax)| 12

exp
(
−1

2
uT Q−1(ax)u

)
, (9)

where Q(ax) = R
1
2 (0)R(ax)R

1
2 (0). pW (u|a = 0) is derived

from the standard model of a circularly symmetric complex
Gaussian random vector with zero mean and unit variance,
commonly associated with noise-only conditions in signal
processing. Conversely, when a ̸= 0, u represents states where
a signal is present. In these cases, the PDF is derived using a
typical mixture model across the possible non-zero states of a.
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Bob receiving signals from Alice are:

yB = hAB(η + ax)b + zBA, (10)

where hAB = gBAgAB

σBA

√
P is the attenuation from Alice

to Bob. Alice and Bob can use a shared secret to encrypt
their training sequence with a one-time pad to avoid Willie
detecting hAB . To enable efficient signal detection, Bob adopts
a matched filter that uses the knowledge of signal b to optimize
SNR [13].

v = hAB(η + ax) +
b∗

|b|
zBA, (11)

where η does not influence the phase of the received signals
because Bob is able to estimate channel information. There-
fore, the SNR at Bob’s receiver is |b|2||hAB ||2x2.

III. PERFORMANCE ANALYSIS

A. Willie’s Detection Probability
We assume that Alice transmits K symbols and Willie

gets L samples for each symbol Alice transmits. Let u(k,l)

denote lth sample related to Alice’s kth symbol. Hence the
total number of samples collected by Willie is n = KL,
where n represents limited channel use. Willie seeks to decide
between two hypotheses H0, corresponding to communication
off (a(i) = 0), and H1 (a(i) = ±1), corresponding to
communication on. The respective probability distributions at
Willie are

H0 :U ∼
K∏

k=1

L∏
l=1

pW (u(k,l)|a(k) = 0) ≜ p(u|H0) (12)

H1 :U ∼
K∏

k=1

L∏
l=1

pW (u(k,l)|a(k) ̸= 0) ≜ p(u|H1), (13)

where U ∈ CK×L is a matrix containing Willie’s detection
samples.

Assuming equal a priori probabilities for H0 and H1,
Willie’s detection error probability is [14].

P(W )
e = 1− 1

2

∥∥∥p(n)
W (u|H0)− p

(n)
W (u|H1)

∥∥∥
l1

, (14)

As provided in [15], the Pinsker’s inequality can be
used to bound (14) as a function of the KL divergence
DKL (p(z)||q(z)) as follows:

P(W )
e ≥ 1−

√
n

2
DKL (pW (u|H0)∥ pW (u|H1)), (15)

where the term n in Eq. (14) becomes the multiplier term
in Eq. (15), due to the independent distribution and additivity
property of the KL divergence. To simplify the notation, we set
||hAW ||η + ||hBW ||ℜ{ρ} = A, ||hBW ||

√
1− |ρ|2 = B. Now

the KL divergence is bound as follows:

DKL (pW (u|H0)||pW (u|H1)) ≤ κ(A, B)||hAW ||4x4, (16)

where

κ(A, B) =
1

4 (A2 + B2 + 1)4
(
3A4B4 + 14A4B2 + 13A4

+ 6A2B6 + 22A2B4 + 18A2B2 + 2A2 + 3B8

+8B6 + 8B4 + 4B2 + 1
)
. (17)

The bound is derived by expanding the Taylor series of the
KL divergence and noting that the lower-order terms vanish,
as specified in [14]. Furthermore, by applying the Taylor
Reminder Theorem, it can be shown that this truncation of
the series is an upper bound. Alice can thus bound Willie’s
sum detection probability as:

P(W )
e ≥ 1− ||hAW ||2x2

√
n

2
κ(A, B) = 1− ε, (18)

by controlling its attenuation factor x2 as follows:

x2 ≤
√

2ε√
κ(A, B)

1
||hAW ||2

1√
n

, (19)

where ε is maintained as a constant throughout different values
of n, which is a standard definition in covertness literature
representing a target covertness level [14].

B. Performance of the Link Between Alice and Bob

The expected SNR at Bob is SNRBA =
E{|b|2||hAB ||2x2} = ||hAB ||2x2. In the case of BPSK
and Additive White Gaussian Noise (AWGN) channel,
Bob’s bit error probability conditions on his received
signal amplitude: pb = Q(

√
SNRBA|b|2) For a small z,

Q(z) ≃ 1
2 −

z√
2π

using Taylor expanding and taking the first-
order term. Thus, for a very small SNR on the Alice-to-Bob
link, the bit error probability can be approximated as:

pb ≃
1
2
−
√

SNRBA|b|2
2π

=
1
2
−
√
||hAB ||2|b|2x2

2π
. (20)

Both soft and hard decisions can be made in the decoding
procedure of the BC system. Since soft-decision decoding
produces optimum results [16], the worst-case is considered
that Bob uses hard-decision decoding, i.e., y

(i)
B > 0 for bit

1 and y
(i)
B ≤ 0 for bit 0. The capacity of a Binary Symmetric

Channel (BSC) is used to evaluate the link capacity (in bits
per channel use) between Alice and Bob. The equation can be
simplified and expressed as follows:

c = 1−H2(pb) ≃
1

2 ln(2)

(
pb −

1
2

)2

+ O

((
pb −

1
2

)4
)

,

(21)

where H2(pb) = pb log2(pb) + (1 − pb) log2(1 − pb) is the
binary entropy function. The approximation for c comes from
a Taylor series expansion of 1−H2(pb) around pb = 1

2 , which
is the point of maximum entropy, suggesting the bad channel
and bit errors are highly probable. The notion O

((
pb − 1

2

)4)
signifies that the contributions of the fourth order and higher
terms are asymptotically negligible compared to the second
order term. According to [17], c can be further simplified as

c ≃ ||hAB ||2|b|2x2

2π
. (22)

Since Bob’s signal amplitude is randomly changing, the
covert rate resembles that of the fading channel:

c̄ = Eh{c} ≃
||hAB ||2x2

2π
=

SNRBA

2π
. (23)
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Considering repetition coding, let R = m
n denote the data

rate used by Alice. The error probability for detecting these
messages in this situation is bounded by typical Gallager’s
random coding bound [18] as:

P(B)
e ≤ e−nEr(R), (24)

where Er(R) is Gallagher’s random coding error exponent,
and n is defined in Eq. (12). This bound demonstrates the
reliability of communication systems, i.e., the exponential
decrease of the error probability with increasing block length.
As specified in [17], in the limit of small SNR, Gallagher’s
random coding error can be expressed as:

Er(R) ≃


c̄/2−R 0 ≤ R

c̄
≤ 1

4(√
c̄−

√
R
)2 1

4
≤ R

c̄
≤ 1.

(25)

IV. NUMERICAL RESULTS AND DISCUSSION

This section evaluates Willie’s detection capabilities for
Alice’s transmissions under various scenarios and parameters.
SRL is proven in multiple specific cases, and simulation
results illustrate how channel correlation and Alice’s antenna
reflection factor affect covertness. The path loss exponent is
set as γ = 2, and the typical distances between two nodes are
set as dk = 1 m, k ∈ {AW, BW, AB}.

Case I: Willie knows Bob’s signals. Willie can boost the
SNR of the Bob-to-Willie channel if he is equipped with
infinite antennas and steers most of his antennas to Bob, i.e.,
||hBW || → ∞. According to Eq.(17), the bound of κ(A, B)
can be found as:

lim
||hBW ||→∞

κ(A, B) =
3(|ρ|2 − 1)2

4
. (26)

The SNR of the Alice to Bob link now becomes:

SNR
(1)
BA = 4

√
2
3

1
1− |ρ|2

||hAB ||2

||hAW ||2
ε√
n

. (27)

From Eq. (27), it can be found that Alice’s structural
reflection factor η cannot affect SNR

(1)
BA in this case. The

reason is Willie can identify and filter out Alice’s structural
reflection signals, as they are distinct from the correlated
signals of Alice and Bob. In what follows, two cases are
analyzed based on the value of the channel correlation ρ.

1) 0≤ρ<1: From Eq. (27), it can be found that increas-
ing ρ and the distance between Alice and Willie enhance
SNR

(1)
BA, since the reduced channel gain ||hAW || and the

strong correlation between Alice’s and Bob’s signals make
it hard for Willie to extract Alice’s signals from Alice’s and
Bob’s correlated signals under a targeted covertness level ε.
From Fig. 2 and Eq. (27), it can be found that a higher ε means
that Alice can transmit more power without being detected by
Willie. This results in a higher SNR

(1)
BA and the error exponent

nEr(R), enhancing the communication quality between Alice
and Bob. Similar results also exist in other cases. Besides,
Fig. 2 illustrates that the error exponent nEr(R) scales with
channel use n, leading to exponential decay in decoding error
probability, supporting the SRL observed in [5].

Fig. 2. Willie has Bob’s signal.

Fig. 3. Willie has Bob’s signal with bounded SNR.

2) ρ = 1: This case corresponds to very short distances
between Alice and Bob. It is challenging for Willie to distin-
guish Alice’s and Bob’s signals due to their strong correlation.
For large n, the error exponent scales directly proportional to
n by scale ||hAB || proportional to

√
n.

Case II: Willie knows Bob’s signal with bounded SNR.
Bounding ||hBW || would imply that Bob employs an extra
noise transmitter with a directed antenna pointed towards
Willie’s antenna and uses jamming power J ∝ P . Bob can
also limit Willie’s SNR by using a highly directive antenna
pointed towards Alice, assuming that Willie is located in a
different direction from Alice. Taking the worst case that
Willie can boost the SNR of the Alice-to-Willie channel, i.e.,
||hAW || → ∞, now we have

lim
∥hAW ∥→∞

κ(A, B)∥hAW ∥4

=
13 + 3∥hBW ∥4(|ρ|2 − 1)2 + 14∥hBW ∥2(|ρ|2 − 1)

4η4
(28)

SNR
(2)
BA

= 4
√

2η2 h2
AB

∥hBW ∥2

× ε√
3(|ρ|2 − 1)2 + 14(|ρ|2−1)

∥hBW ∥2 + 13
∥hBW ∥4

× 1√
n

. (29)

Similar to Case I, SRL is revealed from Fig. 3 that the error
exponent nEr(R) exhibits square root growth with the channel
use n, and thus decoding error probability decays exponen-
tially to zero as n increases. Fig. 3 and Eq. (29) show that
increasing Alice’s structural reflection factor η and channel
correlation ρ improves the error component and the SNR of
Alice to Bob link. This is because the additional structural
reflection and strong channel correlation confuse Willie about
Alice’s transmission activity and provide SNR gain for Alice
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Fig. 4. Willie doesn’t have the signal from Bob.

to Bob link under a target ε. Besides, SNR
(2)
BA decreases as

||hBW || increases since Bob has to reduce transmitting power
to keep a constant ε. It is notable that Case I and Case II
cannot be directly compared as they are derived in different
limitations.

Case III: Willie cannot detect the signal from Bob. This
could happen when Bob is equipped with multiple antennas
that are steered toward Willie’s null space by beamforming or
the Bob to Willie channel is physically blocked. Now κ(A, B)
becomes:

lim
||hBW ||→0

κ(A, B) =
13||hAW ||4η4 + 2||hAW ||2η2 + 1

4(||hAW ||2η2 + 1)4
.

(30)

Taking the limit as ||hAW || → ∞ yields

lim
||hAW ||→∞

P(W )
e ≥ 1− x2

√
13nη4

4
. (31)

lim
||hAW ||→∞

SNR
(3)
BA = 4η2||hAB ||2

√
2
13

ε√
n

, (32)

Eq. (31) and (32) show that Bob can increase its power
P while constraining Willie’s detection probability. That is,
given SNR can be maintained at Bob’s receiver while limiting
Willie’s detection probability to be arbitrarily small. If we set
||hAB ||2 = ||hAB ||2

√
n → ∞, the error exponent nEr(R)

scales directly proportional to n, which means the SRL of
covert communication can be circumvented by denying Willie
access to Bob’s signals. Nevertheless, when Bob’s transmit-
ting signals are limited to a maximum power constraint, the
square root law still holds since H2

AB is a constant in this
case. Fig. 4 shows that increasing Alice’s structural antenna
reflection coefficient impairs Willie’s detection ability, since
the added structural reflections by Alice contribute additional
noise, complicating Willie’s detection efforts.

V. DISCUSSION AND CONCLUSION

This letter assumes Alice and Bob share a secret to evade
Willie’s detection during channel training, requiring substantial
resources from Alice. Alternatively, Alice could use differen-
tial BPSK, eliminating the training stage but causing a 3dB
SNR reduction in the Alice-Bob link [19]. Essentially, this
adjustment introduces a constant term to the original scheme,
maintaining the square root law’s integrity. Besides, some
training sequences could still be needed for Bob to obtain
frame synchronization with Alice. This can be avoided if Alice

and Bob share a clock and Alice follows a fixed transmission
schedule. As for modulation methods’ influence on covertness,
this letter assumes Alice’s adopting BPSK. Moreover, Quadra-
ture Phase Shift Keying (QPSK) and Quadrature Amplitude
Modulation (QAM) are alternative options for enhancing the
security of BC systems in scenarios requiring covert operation,
increased data rates, and improved bit error rates [16].

In conclusion, this letter examines the limited covertness
of the BC system under a multi-antenna eavesdropper. The
eavesdropper’s detection capabilities are assessed, and the
square root law is verified by exploiting Alice’s structural
reflection. Through numerical simulations, the communication
performance and the impact of key factors are demonstrated.
Furthermore, the potential to circumvent the square root law
by blocking the Bob-to-Willie channel is illustrated.
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