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ABSTRACT With the rapid technological advancements and the ever-evolving complex systems, the
identification and integration of the components and resources for the functioning of multi-agent systems
(MAS) are crucial tasks. However, difficulties arise due to the complexity of not having reference frameworks
that normalize their implementation. Therefore, in this survey, we propose the FC-MAS (Framework-
Components in Multi-Agent System) model as a conceptual framework designed to simplify comprehension
and standardization in incorporating the required functions and components for the deployment and operation
of MAS in engineering applications. This model comprises five abstract layers, each of which serves
a specific purpose and encompasses the details and resources required to operate MAS. Furthermore,
we propose a structured workflow for centralized and distributedMAS schemes with a set of related activities
that integrate the fundamental steps and stages for the successful implementation of MAS. Finally, this work
discusses potential directions for future research, including a deeper exploration of essential components, the
establishment of terminology standards across various domains, and the refinement of the proposed model
to enhance its applicability and relevance across a broader spectrum of contexts.

INDEX TERMS Multi-agent system, complex system, components, framework, workflow.

I. INTRODUCTION
An overarching trend observed across various industries,
including robotics and power systems, is the increasing
integration of their components. This integration has been
facilitated by the advent of transformative technologies like
the Internet of Things (IoT), artificial intelligence (AI),
machine learning (ML), Industry 4.0, and networked systems.
[1], [2], [3]. Thus, their components become a fundamental
part of an interactive environment capable of putting together
different processes and coordinating its activities to meet
more complex objectives and global tasks. In addition, these
interconnected systems are able to use the available resources
(either local or global) without the constant interaction
with a human operator or a great amount of information
exchange [4].
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Systems such as those described above are identified as
Multi-agent Systems (MAS), which are generally defined
as a set of elements, called agents, interacting with each
other to achieve a common purpose [5], [6], [7], [8], [9].
The design, development, and coordination of these systems
is still an open challenge due to the complexity that they
entail. Therefore, several works have focused on studying
them in more depth. For instance, MAS is a type of complex
system [10], so the theory, terms, and concepts from this
active research topic can be applied to them.

Applications involving MAS are very diverse and in con-
stant growth. There are several works about their application
in areas such as: emergency response operations involving
drones and mobile robots [11], smart grids or micro-
grids [12], [13], [14], industrial plant control with actuator
saturation [15], multi-vehicle coordination [16], data traffic in
computer science, transportation and communication systems
for smart cities [17], [18], among others. Due to the different
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fields of MAS’s applications, the names of the involved
elements and processes differ according to the taxonomy
terms typically used in their field of study.

Another important point to highlight from the recent use
of MAS is the possibility of implementing novel techniques
that seek to optimize the operation of specific procedures of
the system. For this reason, many studies focus on collecting
relevant information about these techniques and applying
them in specific processes within the operation of MAS. For
example, [19] presents general knowledge and advances of a
MAS process known as consensus from a control perspective.
Related works about this process, such as [20], present
some consensus algorithm alternatives, considering delays
and the agent’s dynamics, e.g. single and double integrator
dynamics. Another critical activity carried out in MAS is
decision-making. For instance, [7] states that each agent is
an essential part of the MAS whose performance defines
the benefit of the whole system and optimal sequences of
actions. Other processes in MAS are task allocation and
coalition formation. In this regard, there are algorithms based
on demands, resources and profit objectives such as the
one proposed in [21], while [22] presents a combination
of a greedy algorithm with a distributed many-objective
evolutionary algorithm to find the best solution. An additional
feature that becomes crucial in MAS is the development of
fault-tolerant behavior during its operation. Thus, different
related works have focused on the design and the operation
principles of robust and resilient MAS [23], [24].
Having all this information, it is convenient to have a

general structure of a MAS, which could serve as a basis
for its analysis and implementation. This type of study helps
to: identify its elements, know its capabilities, and then
apply the appropriate methods and techniques for improving
its performance. This is the main motivation behind this
work, which seeks to provide a general understanding of
MAS based on itsmost important components, characteristics
and analyze case studies developed from a more realistic
perspective. Further, we seek to provide a workflow that
describes the deployment and operation of a MAS.

The goal of this study is to propose a schematic that
describes any general MAS, which leads to formulating the
following research questions(RQs):

• RQ1:What taxonomy relates to the elements of a MAS?
• RQ2: What are the most common components within a
MAS?

• RQ3: Is there a framework that categorizes the compo-
nents and elements of a MAS?

• RQ4: Is there a specific workflow for implementing a
MAS and putting it into operation?

• RQ5: How can a MAS begin operating effectively
following a workflow from its design?

To address these questions, in conjunction with an
exhaustive examination of the pertinent literature, allows
us to present our main contributions. First, we propose a
conceptual model, FC-MAS, which serves as a reference

for comprehending and standardizing the amalgamation
of diverse resources and components within multi-agent
systems. This model abstracts the functions and components
in a hierarchical five-layer structure: the physical network,
synchronization, network controller, assessment, and fault
tolerance. Subsequently, we provide illustrative instances
of how this proposed model can effectively delineate
various engineering applications, irrespective of their specific
objectives. Second, we propose a structured workflow that
offers a systematic insight into the required steps and stages
that must be followed from the initialization of the operation
of a multi-agent system.

The general structure of this survey is as follows. Section II
presents an overview of the MAS information, the taxonomy
with the most commonly used terms, and some relevant
applications in which they stand out. Then, in Section III,
the conceptual framework model proposed is analyzed and
its elements are described. Continuously, section IV presents
how FC-MAS can be used to describe the implementation
in complex systems, using Multi-robot system (MRS) and
Power Systems (PS) as examples. Section V details the MAS
deployment process with the stages and steps to achieve a
main objective. Finally, in Section VI the conclusions and
future directions are discussed.

II. MULTI-AGENT SYSTEMS (MAS)
A. GENERAL DESCRIPTION
In general, a multi-agent system (MAS) is a set of so-called
agents interacting among them within a certain environment,
exchanging information through some communication chan-
nel [5], [25] and acting cooperatively among them to solve a
common problem with great skill [26]. Further, this group of
autonomous entities (agents) perceives information about the
environment through sensors and carries out their activities
by using actuators [6], [27].

We begin defining the most basic element in a MAS: an
agent. Many authors have oriented the definition of this term
according to the objectives of the application on which their
work focuses, even so, many of these definitions resemble
each other. Starting with concepts that address MAS in a
general way, [28] defines an agent as: ‘‘an entity which is
placed in an environment and senses different parameters that
are used to make a decision based on the goal of the entity.
The entity performs the necessary action on the environment
based on this decision’’. In [25], the general definition of an
agent is: ‘‘a computer system that is capable of independent
actions on behalf of its user or owner. The agent can figure
out for itself what it needs to do in order to satisfy its design
objectives’’. In works focused on robotics, such as in [7],
the authors propose a general concept for an agent, which
is ‘‘an autonomous entity capable of performing actions on
its environment and perceiving its environment, aiming to
accomplish a goal’’.

In the field of AI, [29] proposes the following: ‘‘agents
are autonomous, computational entities that can be viewed
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as perceiving their environment through sensors and acting
upon their environment through effectors’’. Therefore, they
refer to agents as either software or hardware with a certain
level of intelligence that depends on its own experience
for achieving goals. Another field to take into account
for defining agents is Autonomous agents. In this area,
[30] defines an agent as: ‘‘a computational system that is
located in some environment and is capable of performing
autonomous actions in order to achieve objectives. These
agents take input from the environment towards the sensor
and produce output actions’’.

Regarding the goals in MAS correspond to the objectives
pursued by the agents within the system and can be either
local or global. Global goals (or objectives) refer to the
overall goal or main purpose to be achieved or accomplished,
which is usually the fundamental reason for developing or
implementing the system. Conversely, each agent pursues
local goals according to their assigned tasks, and decisions
are made based on their objectives and locally available
information. Even though each agent may only focus in
its individual goal, it impacts the system performance and
supports to reach the global goal. For example, in a traffic
management system, a vehicle’s individual goal is to reach its
destination as quickly as possible, while the system’s global
goal is to minimize traffic congestion and reduce overall
travel times.

Other relevant element constantly mentioned in the
definitions of MAS is the environment in which the agents
interact with each other by executing their programming in
pursuit of a common goal. Due to the interaction between
the agents and the environment, the former may be able to
alter the environment. In order to modify the environment,
the agent must be able to completely or partially observe
it by gathering information via sensors, data prediction or
computing systems. Moreover, this environment control,
which is either physical or logical action, is clearly limited
by the application, e.g, changing the environment implies the
reconfiguration of a transmission network in the electricity
sector [31], or changing transportation routes in logistics.
On the other hand, the interactions among the agents refer

to the way in which they share information with each other
to achieve cooperative work within the environment. This
can occur through communication channels or physical links
that couple the agents, known as the Agent’s Data Exchange
(ADE). Figure 1 presents a general architecture of an agent
that fits to the previous definitions and provides a clear idea of
how this element works and interacts with the environment.

B. TAXONOMY OF SOME COMMON TERMS IN MAS
Generally, MAS uses a large number of different terms
corresponding to methods, features, or elements involved
in certain areas of the system’s operation. [32] provides an
overview of agent terms and then delves into the key concepts
and theories of MAS technology, touching upon related
concepts like expert systems. Table 1 shows a compilation

FIGURE 1. General architecture of an agent interacting in an
environment. *The Agent’s Data Exchange (ADE) depends on the physical
links, topology, and architecture used in the network.

of the most used terminology in this type of work. The
selected terms have been classified as a function of their
main characteristics. Then sub-terms are associated with four
major areas in engineering in which there are widely used:
Control Systems, Power Systems, Telecommunication, and
Robotics; here diverse MAS with their schemes, control
architecture, and communication technology are applied.
Through this relationship, it is possible to notice how MAS
has been analyzed in various fields of research. Therefore,
its application can be potentially generalized in other fields
where they have not been studied yet.

1) AGENT
The previously reviewed definitions of an agent share similar
ideas about what it should be and do. An autonomous
agent is capable of perceiving its environment, processing
information, making decisions based on its objectives, taking
actions without direct external control, and can have reactive,
proactive and social behaviors [24], [25], [28], [33]. A reac-
tive agent reacts immediately as a direct response to stimuli
or changes in the environment without carrying out a deep
analysis of the situation. A proactive agent takes the initiative
in making decisions to achieve its objectives. It not only
responds to environmental stimuli but also predicts future
situations and can plan actions without direct intervention
from other agents. A social agent interacts within the system
to exchange data with its neighbors, seeking to cooperate,
negotiate, or even compete. This type of agent recognizes
that interaction with other agents is sometimes the best way
to acquire knowledge. For instance, in a traffic management
system, an autonomous agent can take the form of a self-
driving vehicle equipped with sensors and advanced control
algorithms. This allows the vehicle to interpret traffic signals
and make decisions such as changing lanes or stopping at
intersections without requiring direct communication with
other vehicles. A reactive agent may be a traffic light
control that adjusts signals based on predetermined timing
patterns. It operates without making predictions about long-
term traffic flow. In contrast, a proactive agent is a vehicle
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that predicts potential congestion based on historical data,
weather forecasts, and special events. It can also suggest
alternative routes to other vehicles. Lastly, social agents are
vehicles that collectively exchange data from their position,
speed, and intentions on the road. They can also announce
traffic events, allowing other vehicles to plan their route. This
optimizes traffic flow, mitigates the risk of collisions, and
enhances safety in general.

2) ORGANIZATION
Organization in a MAS refers to how agents interact
based on their roles, behavioral expectations, and authority
relationships. Some related terms include centralized [34],
where agents send information to a control center that has the
monopoly to make decisions, and decentralized [35], where
many distributed controllers work locally. Hierarchy refers
to decision-making authority [9], which can be distributed
to raise fault tolerance. Homogeneous systems have agents
with identical characteristics, while heterogeneous systems
have agents with different characteristics that complement
each other. Holonic systems are composed of holons, which
are a set of agents grouped according to certain features
and communicate with other agents in the same or different
holons of the same level.

3) ALGORITHMS IN MAS
Control algorithms or schemes are essential for managing
the elements and ensuring the correct operation of a MAS.
These algorithms can serve as the primary control for system
operation or as a secondary algorithm for performing addi-
tional tasks that enhance overall performance. Some common
algorithms used in MAS include consensus algorithms [36],
which seek to reach a mutual agreement with all system
elements through a continuous exchange of information.
Artificial Intelligence (AI) [37], [38] is another critical area
with broad applications, involving the ability of a system to
interpret data correctly, learn from it, and use that knowledge
to achieve specific goals. Swarm intelligence algorithms
[39], inspired by group behavior in the animal kingdom,
are often used in task assignments for MAS. Game theory
[40], specifically in control theory and distributed control,
is oriented towards designing games that evoke desirable
emergent behavior of the collective subsystems. Finally,
Machine Learning algorithms [41], refers to the capability of
computer programs to identify intricate patterns by utilizing
algorithms that analyze data. By constructing mathematical
models of problems, these algorithms enable the prediction
of future behaviors.

4) COMMUNICATION
Effective communication is crucial for a MAS to function
properly, as it involves information exchange and interactions
among agents. Three key factors that impact communication
in MAS are the agent communication language, transmission
frequency, and delays [9], [42]. To ensure that agents with

TABLE 1. Compilation of terminology most used in MAS and how is it
used in different research areas.

different hardware or software can interact and exchange
information correctly, a common agreement is required in
the choice of communication language. Additionally, the
data transmission frequency must be synchronized to avoid
information overflow and ensure that the receiver is available
to process the information. However, factors such as the
transmission medium, the amount of information, and the
environment can cause delays in communication.

5) SIMULATION ENVIRONMENTS
Simulation environments are essential for developing and
testing MAS. They offer tools for modeling, building, and
simulating agent behavior and interactions in a controlled
virtual environment. These environments are valuable for
comprehending, analyzing, and validating MAS designs
before real-world implementation. For instance, Java Agent
DEvelopment (JADE) [43], a platform for building multi-
agent systems in Java provides a set of tools and libraries that
enable the development of distributed and intelligent software
based on the concept of agents. MATLAB is also a popular
platform for developing engineering applications, which
offers a variety of toolboxes and functions that are helpful
for designing, implementing, and analyzing the behavior of
individual agents and their interactions in a MAS. Robot
Operating System (ROS), an open-source framework widely
used to control robotic systems with realistic environmental
characteristics. GIS and Agent-based Modelling Architecture
(GAMA) [44], a platform for building spatially explicit agent-
based simulations with the capacity to manage geographical
data and carry out simulations with hundreds of thousands
of agents. These simulation environments allow researchers
to test and refine MAS models, ultimately leading to more
effective and efficient systems.

C. APPLICATIONS
As mentioned in Section I, many applications have included
the MAS concept to model complex systems and facilitate a
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solution by dividing the global problem or objective into a
series of individual tasks that can be performed more easily.
Below, we mention some applications that use MAS models
in the resolution and optimization of real problems. Among
the applications, we have not included PS or multi-robot
systems (MRS) because they will be analyzed in Section IV.

1) SMART TRANSPORT SYSTEM
The current development of some urban areas have increased
the expectations about services, infrastructure, and mobility
among other aspects in the cities. Talking specifically of
mobility and daily transportation of people, some research
works have used the application of MAS in order to give
innovative solutions to this problem.

For instance, [45] shows the adaptation of a MAS to
an intelligent transport system for better management of
traffic in the streets using swarm algorithms. The intention
is to increase the quality of the entire transport network,
avoiding congestion due to many cars on the same routes,
organizing new routes and itineraries considering real traffic
data, optimizing in this way travel time. With the same
purpose, [46] developed another application, which uses the
data obtained from a network sensor installed in vehicles
and roads to get accurate data, create the traffic scenario in
specific places, and then use this information in the MAS for
traffic light management.

2) SENSOR NETWORKS
They include a series of sensors and actuators that are
responsible for collecting data for further processing and
providing useful information for a monitoring application.
In recent years and with current technological advances,
the implementations of these sensor networks are more
affordable. Thus, favoring the implementation of applications
where a network of multiple elements is required [47]. These
sensor networks arewidely used in different applications such
as: monitoring and security for highly important sites, caring
for animals to detect patterns of their behavior, controlling
efficient consumption in industrial and residential facilities,
monitoring the environmental behavior of volcanoes, ecolog-
ical reserves and the sea, among others [48].

3) EMERGENCY RESPONSE ACTIVITIES
Natural disasters are phenomena that seriously affect people’s
lives every time they occur. The devastating effects after
their appearance such as fires, floods, collapse of buildings,
among others, cause that any rescue operation to be high
risk and sometimes it is not efficient enough to help
all the people involved in the accidents. In this type of
situation, the use of MAS, applied to sets of robots,
becomes a solution that allows improving search and rescue
activities in emergency situations to help people as quickly
as possible, without putting in risk to third parties. For
example, [49] simulates multi-agent terrestrial and aerial
robotic systems for earthquake rescues in ROS environment.

It applies additional extensions for processes related to the
selection of trajectories and also using specific algorithms
for internal process like task allocation. Another example
is the protection action against PS failure events, where a
coordinated set of remote units disconnect sections of the
transmission network, isolating the failure from the rest of
the elements of interest [14]

4) EPIDEMIOLOGY
Health care is an area in which the application of MAS
becomes useful. In specific studies such as epidemiology,
which among other objectives is responsible for the analysis
of the spread of contagious diseases, the inclusion of MAS
has made it possible to improve the analysis processes, create
models through which health personnel can analyze different
scenes of disease contagions and thus provide effective
solutions. Taking current situations such as the COVID-19
pandemic, [50] mentions some situations in the health area
in which MAS can be useful, like the correct handling of the
data related to the health status of the patients, which would
be used for a correct allocation of resources. In [51] considers
decision-making according to the patient’s condition and data
analysis of remote patient monitoring. Other works, such
as [52] focusmore on the analysis of themodel that represents
the spread of the virus, and thus study its behavior with
different variables involved.

III. FC-MAS MODEL
To show a general structure in which different MAS can
be described, we propose a framework based on five layers
containing main components that could be both essential
and complementary elements, functions, and/or properties
(Table. 2). Some authors have proposed similar schemes to
analyze MAS from their subject of study perspective; for
instance, [29] presents agents, interactions and the environ-
ment as principal attributes of MAS, and [33] proposes a
terminology of subjects of study for MAS, but oriented to the
study of PS.

In this case, as one of the main contributions of this paper,
we present the FC-MAS (Framework-Components in Multi-
Agent System) model as a framework that will allow us to
understand the integration of components of the MAS used in
the applications according to their characteristics. The layers
are hierarchically organized, with this purpose, the physical
network and the fault tolerance are defined as the first and last
layer respectively.

It is worth clarifying that the proposed model tries to
cover all the possible applications and configurations of the
MAS, so the order and use of the components will depend
on the application itself or the problem to be solved. Fig. 2
shows each proposed layer with its components in detail.
Since some basic applications only require fundamental
components, while other complex applications integrate
high-level components for greater self-regulation capacity,
they (marked with an asterisk) are not fundamental and their
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TABLE 2. Description of Layers and components of the FC-MAS model.
Items with an asterisk are optional and their use will depend on their
application.

use depends on the application. Each of the layers together
with their respective components is described below.

A. PHYSICAL NETWORK
This layer focuses on the elements intervening in the
infrastructure of the system and the interaction between them.

1) NODE
The term node is often used in the field of complex networks
to represent their more basic entities [53].

Considering the definition of agent proposed in the
previous section, there is a certain similarity between agent
and node, the latter being a broader term that allows a
symbolic representation of an entity operating in the MAS.

Further, the term node represents a greater number of
elements in many applications [10].

The term node acquires different interpretations depending
on the area of study, like: computers (Computer Science),
cells (Biology), stations (Transportation Systems), mobile
robots (Robotics), and generators (Power Systems), just
to mention a few examples [54]. In the technological
field, specifically in robotics, the term node commonly
represents unmanned ground vehicles (UGV) or unmanned
aerial vehicles (UAV), which are in charge of a task like:
mapping, transporting, searching, etc [55]. In PS, a node
could represent a group of generators, an agent that controls
and supervises a set of generators, or a set of components
necessary for producing energy that includes the generator,
governor, sensors, and actuators, among the most important
[5], [56].

2) LINKS
Even though a node can be a system itself, it also correlates
with its peers through the called links. In general, a link
represents the interactions between two nodes [57]. One of
the strengths of a MAS is the constant interaction between its
elements, so suitable management of the links can improve
the performance of the system. Hence, in some applications,
the use of links increases the scope of the sensory capabilities
of its agents [58].

In a MAS, or complex systems or networks, a link could
have a binary or a complex nature. In the former case,
the link represents a connection or relationship between
nodes, to mention a few examples: a physical communication
channel, a bridge, a road, a pipe, or cables that connect
the nodes. Meanwhile, in the latter case, the link carries a
numerical value that quantifies the strength of the interaction
or gives a measure about some features of the connection,
some examples may be the bandwidth of the communication
channel, data traffic with system information, or sending and
receiving states between agents, etc. [59], [60]. Graph theory
is widely used to describe and explain the interaction between
nodes through their links.

3) TOPOLOGY
This component refers to the system connectivity, which
explains how nodes interact with each other, or what
information is available for each node [28], [61]. The
topology is generally known as the configuration of a system.
It can be static or fixed, established from the beginning,
and remain unchanged throughout its life cycle. On the
other hand, some systems have a dynamic topology, also
known as switching topology, whose configuration changes
as the system evolves or accordingly to its requirements [62].
More importantly, the topology helps to determine some
dynamical features of the system and has a critical relevance
in its robustness [63]. There are several topology alternatives,
such as strongly connected, bus, mesh, star, tree, ring, and
mixed.
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B. SYNCHRONIZATION
Synchronization occurs when the elements of a system
have the same or common behavior over time, which could
be the result of internal interactions or also the induction
of external coordination forces [59]. This layer focuses
on the elements that intervene on the synchronization so
that the system reaches a coupling on some variables or
objectives.

1) INFORMATION EXCHANGED
The flow of information between agents through the links
is the key to reach a common agreement. So the nodes
involved in the system are responsible for sensing and
processing the information corresponding to the environ-
ment in which they operate. This information is shared
either among all, or their closest, agents to establish a
synchronization for cooperation and achieve a multi-agent
objective. This information has different nature, origin, and
representation depending on the specific applications. For
example, in fire emergency scenarios related to search and
rescue operation [11], the agents share information such as
victim status, victim location, fire status, fire location, and
available resources, among others as numerical, Boolean,
or arrays variables. In multi-robot SLAM [64], the robots
either exchange positions obtained from odometry or a laser
sensor, or a relevant area of a map obtained from the local
measurements.

2) COALITION
Due to the limited resources and capabilities of a single
node, it can not complete a task by itself, or it is forced to
reduce its performance. To avoid this situation, the nodes
not only exchange information but also form coalitions that
are composed of a group of cooperative nodes, which have
some abilities or resources that help to solve a task. [65].
A coalition can be defined as an alliance between agents
when forming teams that combine their resources and forces
to meet a common goal.

In this component, nodes should generally have access to
all the information and resources necessary to calculate the
conditions for optimal action. However, there can be resource
and communication constraints between them that affect the
formation of groups [27].
Generally, the number of nodes, the task requirements,

and the agent’s capabilities determine the number of possible
shapes of coalitions in theMAS. All these parameters must be
considered and evaluated to find the best coalition shape. The
various possibilities for coalitions are exponentially related
to the number of nodes that the system has and the number
of tasks to be accomplished. Thus, the coalition formation
process consumes time and resources of the system [66].
To avoid a bottleneck in this process, there are seeveral meth-
ods such as Particle Swarm Optimization (PSO), game-based
methodology, and genetic and evolutionary algorithms [67],
[68], [69].

3) TASK ALLOCATION
Nodes or coalitions in MAS have a variety of capabilities
that allow the system to achieve its objectives. So that all
nodes/coalitions contribute to achieving the system’s goal,
various tasks are defined and distributed among them. The
former process is known as task decomposition, which
consists of dividing a complex task (or objective) into simpler
sub-tasks such that they can be carried out by a single node or
a coalition [70]. The later process, known as task allocation,
assigns the sub-task to the nodes and coalitions according
to their capabilities to maximize and optimize the overall
performance of the system and quickly fulfill the complex
task with the least amount of resources [22], [71]. This
process can be carried out several times while the system
is running. In the event of a new task or if a node presents
problems, a new task allocation will allow the system to
restructure the distribution of sub-tasks based on the new
requirements.

According to [22] the main goals of employing task
allocation are:

• Maximizing the number of successfully execute tasks
• Maximizing the benefits of executing tasks
• Minimizing the resources consumed in executing tasks
• Minimizing the maximum time spent by agents to
execute tasks

Also, as highlighted in many of the studies, the main
elements involved in task allocation are: nodes, available
resources in each node (i.e. energy, sensors, etc), task
requirements, sequence of task execution, and constraint
conditions (i.e. time or resources). For task allocation,
many methods have been studied in order to improve the
performance of the system in specific situations including:
Ant Colony Optimization algorithm (ACO), PSO, con-
tract network protocol, auction algorithm, cost matrices,
or negotiation according to the availability of the agent
[13], [21], [71].

4) CONSENSUS
The convergence of the actions carried out by the nodes
is the product of having consented to and consummated
an agreement between them and is generally known as
consensus [72]. Within a MAS, consensus can be established
as a law where interaction rules are defined for the exchange
of information between a node with its network neighbors
with whom it can interact. Its implementation difficulty
depends on the application requirements and their solution for
convergence to agreement is generally the key to distributed
coordination [73]. For example, the finite-time consensus
issue can be solved locally in a MAS conformed by n
agents. This resolution is feasible provided that a certain
condition, denoted as ν, is met. This stipulates that for any
initial state xi(0), located within the neighborhood defined by∣∣xi(0) − xj(0)

∣∣ < ν, there exists a predetermined time interval
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T > 0 that satisfies the requirement [72].

lim
t→T

∥∥xi(0) − xj(0)
∥∥ < ν (1)

Additionally, consensus can occur naturally as the result of
the coupling of the internal forces of the MAS itself, or also
be the effect of external manipulation through external orders
(forced consensus). The second one is a highly relevant issue
in multi-agent systems [26], and it requires the appropriate
design of a control input that allows several nodes to converge
to a common agreement [73].

C. NETWORK CONTROLLER
To coordinate the nodes and get a good system performance,
the MAS requires a controller other than node’s local one,
or at least to coordinate the later ones. Components involved
in this layer work together in the system to determine a control
signal for each node focusing its behavior on the global
objective.

1) ESTIMATION
The good performance of the MAS is largely due to the
correct determination of control orders. This, in turn, depends
on the nodes knowing information about their neighbors
or at least having an unbiased estimate of the unknown
states of the system. [74]. The challenge lies in the fact
that, in many complex systems, obtaining comprehensive and
reliable information about their states and the environment
is often unattainable due to factors like their substantial
scale and the absence of sensors covering the entire system.
Consequently, accurately gauging system performance and
predicting when a node can complete its designated task
becomes a demanding endeavor.

Hence, it is necessary to have tools with the capacity to
find an approximate value of the inaccessible states of the
MAS.Here, the estimation process determines suitable values
of the states of the MAS based on math models and analyzing
indirect measurements of a small fraction of the previously
sensed variables. Some steps to estimate the states are: define
the state variables, collect sensor data, determine the system
model that describes how the state variables change over time,
and evaluate the results [75].

2) MONITORING
Task compliance inspection by system nodes is essential to
achieve the global objective. For that reason, it is necessary
that each node collects information, analyzes it, and tracks
the progress of the performed activities, achieving in this
way local monitoring, which is carried out at the level of
each agent. In the local monitoring, each node needs to
establish appropriate indicators like health status, autonomy,
events, alarms, percentage of the task completed, etc. All
of this is for progress measurement on assigned tasks and
providing information on changes over time about the node.
Considering that the purpose is to prevent nodes from

behaving improperly by ensuring that local actions do not
lead to undesired behaviors.

3) CONTROL NETWORK ALGORITHM
This component is used to regulate the behavior of the nodes
and hence the whole system through the manipulation of the
control variables, typically using controllers. Currently, dif-
ferent investigations propose options for controllers that work
at the network level. These control strategies use information
from the entire system to generate the appropriate control
signals in each node and thus fulfill its tasks aimed at the
global objective. Some approaches propose algorithms based
on common control techniques, such it is the case of [76],
which uses a common PID control scheme applied to a leader-
follower multi-agent system, while others use more complex
controllers as a sliding mode control (SMC) or a fuzzy
control [77].

4) CONTROL ARCHITECTURE
The architecture of a system is often related to its topology
because the connectivity and the nodes intervene in both
concepts. However, the architecture focuses on how the
control devices are integrated for the operation of the system.
This term also includes how the control actions, control
signals, or local references are assigned to these elements.

Two architectures are commonly studied and implemented
in different types of systems: centralized and distributed
architectures. When referring to the centralized case, the
participation of a single element is taken into account
as the main entity that defines control actions of all the
rest of the nodes in the system [34]. Meanwhile, in a
distributed architecture the entities are capable of defining
control actions with a certain level of autonomy without
depending on a central element. According to his philosophy,
a decentralized architecture can be considered part of a
distributed one. The difference is that in a decentralized
architecture, the nodes make their decisions based on local
information, while in a distributed architecture there is a
negotiation with information between nodes being a feature
that makes it more efficient.

Several works focus on analyzing and implementing
the most convenient architecture for a given system. [78]
analyzed the advantages and disadvantages of central-
ized and distributed configurations applied to the case
of servers. While [17] studies the field of smart cities
and uses a hybrid configuration described as centralized
locally and distributed globally. In this case, the idea of
integrating these architectures is to take advantage of the
centralized hierarchy together with the distributed expansion
versatility.

D. ASSESSMENT
In this evaluation layer, the system seeks to reach a new level
of interaction in which the user intervenes and it is possible
to assess the functioning of the system.
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1) DATA ANALYZING
The interaction of a system with its environment involves
working with a large amount of data, obtained by the
nodes’ sensors, and later transforming it into conclusive
information, known as data analysis, that helps to improve
the system by: solving or explaining problems, predict-
ing anomalies or in general providing useful information
during the operation of it. As in any data management
application, there might be cases of bad measurements or
missing data, so the result after the analysis is inconsistent,
which causes additional problems. For this reason, the
methods used in this process must be chosen appropriately
according to several factors such as the type of data, sam-
pling rate, resolution, and system resources, among others
[79], [80], [81].

2) MONITORING OBJECTIVE
The monitoring process focuses on the current system’s
state with respect to the defined goal in the MAS. The
MAS’s objectives are the axis that delineates the system’s
operation, and any failure in their specification of leads to its
malfunction [82]. Therefore, a process is required to monitor
the use of resources and the general operation of the system
while reaching the main system goal. Some works do not
delve into the definition of monitoring, since it is understood.
However, in [83] a clear definition is presented that can be
applied to a systemwith amain goal: monitoring is ‘‘a process
that fully and precisely identifies the root cause of an event by
capturing the correct information at the right time and at the
lowest cost in order to determine the state of a system and
to surface the status in a timely and meaningful manner’’.
Monitoring tools have been widely used for tracking
resource utilization and the performance of systems and
networks.

3) DEVIATION DETECTION
The term deviation is usually seen as outliers, errors, or even
noise that come from the data collection carried out by
sensors or other elements in the system [84]. The detection of
deviations arises from the need to compare the measurements
with respect to nominal values and detect which data
is not consistent or does not comply with the initially
established criteria [85]. In short, deviation detection attempts
to determine the error together with the causes that triggered
it. Then, a diagnosis is made that determines an inconsistency
in the obtained information, which can be one of the first lines
of defense to detect erroneous data. Also, it provides infor-
mation about a potential system’s operational fault profile.
In this fashion, it is possible to recommend corrective actions
to solve deficiencies in the system. System diagnosis is often
based on user experience and lately, it has become automated
using techniques such as information processing, data
mining, and machine learning that provide fast and accurate
diagnoses [86].

4) DECISION-MAKING
The decision-making component is the final process carried
out in the system in which the obtained information,
optimization algorithms, and even the users’ experience are
used to generate a sequence of actions that will achieve the
general objective of the system. This provides a solution and
corrects the deficiencies found [7]. In this component, after
evaluating whether or not the MAS is aligned concerning its
objective, the consecutive actions and tasks to be carried out
based on its current situation are defined. The result of this
can be both typical orders if theMAS is behaving as expected,
or they can also be orders for the total restructuring of the
tasks of each agent if the MAS has deviated from its objective
and can no longer perform it.

Decision-making is considered a difficult task due to
the existing uncertainties related to dynamic factors in the
environment where the system is located. These unknowns
can come also from the actions that each agent performs
to meet objectives at a local level [27]. This has been
the motivation for developing various methods applied
for decision making, such as game theory, reinforcement
learning, swarm intelligence, and evolutionary computing
among others, which seek to optimize system resources to
the maximum [70].

E. FAULT TOLERANCE
This is one ability of the system to continue functioning
correctly and effectively, even in the presence of faults,
errors, abnormal behavior, or failures in one or more of
its agents or components. For use, several factors must
be considered in its design so that can withstand failures
of different kinds such as limited agent autonomy, failure
and loss of communication between agents, changing or
inaccessible environments, limited energy resources, etc.
[24]. Although this property is not mandatory, consideration
of its implementation is important. It should cover the most
common failures, especially in vital applications such as the
military, health, or PS.

The methods used for fault tolerance will depend on the
system’s requirements. For example, systems can handle
faults through the concept of fault detection, isolation,
and recovery (FDIR) [87], [88], [89]. Studies in computer
science and robotics analyze faults as threats on hardware,
firmware/OS, and application levels, which are studied as
cybersecurity [90]. In PS, the idea of fault tolerance is
explored as Remedial Actions Schemes (RAS) [91], [92].
In all of these applications, fault tolerance seeks the proper
management of system resources in front of failures, and
also focuses on three main components: fault detection,
robustness, and resilience.

1) ROBUSTNESS
This is the ability of the system to maintain its functionality
and performance, even in the presence of uncertainties,
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disturbances, or unexpected events. A robust MAS can cope
with changes and variations in the environment and continue
providing the desired services and functionalities. The goal of
robustness is to increase the system’s performance, reliability,
availability, and dependability, and ensure that the desired
services and functionalities are provided even under adverse
or challenging conditions. During the design and operation
of a MAS, one pays special attention to the robustness of all
its layers. This property is considered a pre-event or off-line
concept since the system is generically designed to satisfy this
characteristic [93]. A robust system’s design considers not
only the conditions in which it operates, but also additional
disturbances that it can suffer during its normal operations
such as hardware failures, load variations, or malicious
software. Some works have focused on implementing robust
systems for specific situations or under specific considera-
tions [94].

2) FAULT DETECTION
This is considered a logical component and an essential part
of fault tolerance. It is capable of predicting the state of nodes
and detecting unusual conditions of the system, through the
use of the interaction between the elements in the MAS. Its
main goal is to minimize the impact of faults on the system’s
performance, by quickly detecting and isolating the faulty
agents or components, and taking appropriate corrective
actions. This term could be studied accompanied by the term
isolation and recovery, Fault Detection and Isolation (FDI),
and FDIR systems.Whose aim is to determine the presence of
faults events in a system, occurrence times, and location, and
depending on the type and severity of them apply strategies
to restore the functionality of a part or the whole system [89].

3) RESILIENCE
Refers to the system’s ability to maintain its functionality
and adapt to changes, perturbations, or failures, even in
the face of unexpected or uncertain events. A resilient
MAS can recover from disruptions, adapt to changing
circumstances, and continue providing the desired services
and functionalities. Since the resilience methods used to
correct node malfunction is different than the resilience
methods against communication failures, the actions and
behaviors of a resilient system depend on the type of failure,
its location, or its magnitude. According to the field of
study, the term resilience is usually found in conjunction with
terms such as robustness or FDIR. In robotics, for example,
the description of FDIR is normally used to encompass the
aforementioned terms of fault detection and resilience. In this
case, the system uses observers to estimate output values and
take decisions if the real values are not within the estimated
values. With this criteria also any type of information that
may be harmful or malicious is isolated and strategies are
considered to continue with the operation of the system [87],
[88], [89]. Meanwhile, in PS, the concept of resilience is
related to RAS, which by definition are event-based actions

carried out to ensure the stability of the system in the presence
of an event. Here, the output of the system or its response
is constantly monitored and if changes occur outside of the
normal operation, these actions are executed [91], [92].

IV. FC-MAS IN TECHNOLOGICAL APPLICATIONS
Due to the versatility and benefits of MAS, its implementa-
tion in different technological areas has been carried out in
recent years. Table 3 represents a dispersion of some works
reviewed on various applications of MAS in the last years in
different technological areas including some applications of
MAS in PS, robotics, and even the Internet of Things. This
section demonstrates the adaptability and generalization of
the FC-MAS model through two cases. In the first example,
we describe the transport of loads application using a multi-
robot system in a distributed operation. In the second case,
we describe the Load-Frequency Control (LFC) developed
by the Automatic Generation Control (AGC) in a centralized
manner in PS.

A. MULTI-ROBOT SYSTEM
Amulti-robot system (MRS) is a group of two or more robots
capable of interacting with each other to achieve a common
goal or set of goals such as cooperative formation, leader-
follower, rendezvous problem, sweep coverage, etc. One of
the challenges of designing MRS is ensuring coordination
and communication between the robots to perform tasks
that would be difficult or impossible for a single robot to
accomplish alone. This can be achieved through various
techniques, such as centralized control, distributed control,
and consensus-based control. Additionally, designing MRS
requires considering factors such as task allocation, motion
planning, and obstacle avoidance. MRS can be applied in a
variety of fields, including search and rescue, exploration,
agriculture, transportation, and manufacturing. The advan-
tages of using MRS include increased efficiency, robustness,
flexibility, scalability, and the ability to perform tasks that
would be dangerous for human workers.

As a case study, we will describe transports loads within
a given area by a ground heterogeneous MRS [6], [12],
analyzed from the perspective of our proposed framework
presented in Section III. The global goal of MRS is to
transport the load from one point to another under certain
restrictions, ensuring their safety. Meanwhile, the local goal
is to maintain a relative position with respect to its neighbors
by following the planned trajectory at a given speed. Suppose
that each robot is assigned a specific task, such as picking
up a load, moving it to a specific location, or handing it off
to another robot. The ground robot group is equipped with
enough sensors to know some variables such as location,
route, transported load, and speed. Additionally, everybody
has built-in communication devices for sending and receiving
information. The control system is based on a distributed
architecture, where each robot has its own autonomy and
communication with other robots to coordinate their actions
and the development of the main task.
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TABLE 3. Recent MAS applications according to different areas in the last seven years.

1) PHYSICAL NETWORK
a: NODE
The ground robots’ are the most basic components in this
MRS, known as nodes or agents. Here, it is taken into account
all the mechanisms that allow them to interact with the
environment and with each other, such as infrared sensors or
cameras for obstacle detection and evasion, GPS to determine
its location, grippers to hold objects engines to move around,
antennas for communication, and local commands to interact
with the user [68].

b: LINK
For this application, the links can be considered in two types,
physical and communication. The physical links consist of
a series of interconnected mechanisms, such as a conveyor
belt or a series of rollers, that allows the robots to move the
load along a designated path. This is with the aim of unifying
forces. While communication links are used to communicate
with one another and coordinate their movements to ensure
the load is transported safely and efficiently. It is common
to use wireless communication, e.g. WiFi or radio frequency
due to the range of coverage. Here, information transmission
by the link can be subject to the bandwidth of the channel
used [79]. Additionally, links can be customized to fit the
specific needs of a particular application, making them a
versatile solution for a wide range of industries.

c: TOPOLOGY
Due to the nature of the links, the MRS can have a variety of
topologies, which can even change over time. Each of these
configurations has its benefits and is chosen according to the
application and will depend on the specific requirements of

the task, such as the number of robots, the size of the load,
the environment, and the desired level of coordination and
flexibility. For this specific case, a mixed topology between
tree and mesh topology is the most suitable. These provide
the robustness and fault tolerance necessary to overcome the
possibility of changing a topology when the nodes are in
motion or the system requires reconfiguration.

2) SYNCHRONIZATION
a: INFORMATION EXCHANGED
Robots need to exchange information to effectively coordi-
nate their actions and complete the task. Since this example
focuses on the mobilization of loads to meet logistics
objectives, the position and speed of the agent are the
main data to be exchanged in the form of coordinates
or through latitude and longitude points. This data is
provided by a GPS, and allows the avoidance of colli-
sions and maintaining efficient paths. Additionally, other
relevant information to be shared are load weight and
dimensions, load destination, operating status, battery-life
charging status, and environmental conditions. With this,
the robots can know your surroundings and they function
smoothly.

b: COALITION
Inside coalitions, each robot has a specific role or task in
the transportation process. For example, some robots may
form groups for carrying the load, while others may be
responsible for navigation or communication. This allows
for the transport of more loads in fewer trips. Here,
robots work together to transport the load efficiently and
safely, taking into account factors such as the weight
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FIGURE 2. MAS framework applied to MRS and PS.

of the load, the terrain, and any obstacles that may
be present. In this way, it increases efficiency, reduces
labor costs, and minimizes the risk of injury to human
workers.

c: TASK ALLOCATION
After the coalition, task allocation is the next step. This
involves determining which robots should be assigned to
which tasks in order to optimize the overall performance of
the system. For this application should be considered factors
such as the weight and shape of the object being transported,
the terrain and obstacles in the environment, the capabilities
of the individual robots, and the overall efficiency and effec-
tiveness of the system. General tasks assigned to the majority
of robots are area sensing, picking up the load, moving it to a
specific location, or handing it off to another robot. Addition-
ally, some specific robots may be managed for navigation or
communication.

d: CONSENSUS
This component plays a crucial role to load transport tasks in
MRS, as they enable the robots to coordinate and make deci-
sions on how to distribute the load among themselves. They
aim to minimize the total transportation time or maximize
the total load transported. Some consensus algorithms for
load transportation are Auction-based consensus, max-sum
algorithm consensus, Task allocation-based consensus, Route
planning consensus, Swarm intelligence-based consensus,
Collision avoidance consensus, Load balancing consensus,
and Gradient descent-based consensus. The choice of
algorithm depends on the specific requirements of the load
transport application and the characteristics of the MRS.

3) NETWORK CONTROLLER
a: ESTIMATION
To estimate the states several factors need to consider such as
the number and types of robots involved, the characteristics of
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the loads being transported, and the environment in which the
robots are operating. Typically, the position and orientation
of each robot, the position and orientation of the loads, and
the velocities of the robots and loads are the state variables
to estimate. For this purpose, kinematic or dynamic models
are used to describe the motion of the robots and loads.
Estimation techniques such as Kalman filtering, particle
filtering, or model predictive control are the most used to
estimate the states of the complete system [75].

b: MONITORING
To develop this activity in MRS, local sensors are used,
which provide information about the positions, speeds, and
charges of the robots. In addition to monitoring the robots
themselves, monitoring the loads that they are transporting is
important too. Sensors can be placed on the loads to measure
their weight, temperature, and other relevant parameters. This
information is presented in real-time on a local monitor and is
used to track the progress of each robot, detect any anomalies
or failures, ensure that the loads are being transported safely,
and optimize the system’s performance [108].

c: CONTROL ARCHITECTURE
The current system works with a distributed architecture
because each agent is in charge of generating its control
actions, so it does not require a central entity to send it some
type of signal to function. Each robot uses its sensors to
perceive its environment and the objects it needs to transport.
Additionally, they can communicate with each other to
exchange information about the objects being transported,
their locations, and the paths they are taking. For this
application, the distributed architecture is ideal to facilitate
the scaling of the system when the integration of new agents
is required to transport heavier loads.

d: CONTROL NETWORK ALGORITHM
For the effective transport of loads in MRS several control
algorithms have been proposed to coordinate all the agents
[109]. The most common are:

• Distributed consensus algorithm, where each robot
sends its value to its neighbors, and they update their
values based on the received values. This process
continues until all the robots have the same value.

• Auction-based consensus algorithm, robots bid for the
task of carrying the load. The robot with the lowest bid is
selected to carry the load, and the payment is distributed
among the other robots based on their bids.

• Swarm intelligence-based consensus algorithm, robots
work together as a swarm to transport the load. The
swarm can adjust its behavior based on the load weight
and shape to optimize the transport process.

• Gradient descent-based consensus algorithm, robots use
gradient descent to find the optimal path for transporting
the load. Agents communicate with each other to share
information on the load’s weight, shape, and terrain, and

they collectively find the path with the minimum energy
consumption.

4) ASSESSMENT
a: DATA ANALYZING
This application can generate a significant amount of data
that can be analyzed to improve the system’s performance.
For example, some data that can be collected and analyzed
are load weight and size to optimize the number of robots
required, robot speed and direction to ensure that they are
moving efficiently and avoiding possible collisions, power
consumption to reduce the load on certain robots, route
optimization to identify areas where congestion is likely to
occur, and finally performance metrics to evaluate the overall
effectiveness of the system.

b: MONITORING GLOBAL OBJECTIVE
The information on the current state of the system is
compared with the reference value that it must achieve. Here,
robots are programmed to prioritize certain tasks or to adjust
their behavior based on the current state of the system. For
example, information such as the trajectory followed or the
percentage of packages transported correctly can normally be
viewed in a graphical interface and thus know how much is
missing to achieve the overall objective.

c: DEVIATION DETECTION
Focusing on the global objective of this robotic system,
it is necessary to have procedures that allow for identifying
deviations from the objective. Some common deviations are
alterations in the trajectory of the agents, agents not able to
withstand the load, or non-fulfillment to transporting the load
for a certain lapse of time, to name a few. In case the robots
observe these anomalies in the measurements provided by the
environment, they will use relevant information to conclude
the possible causes of this erroneous behavior in the system.
Subsequently, the consecutive action is to minimize said
deviation by executing a set of control rules in the predefined
algorithms.

d: DECISION MAKING
In the application, the robots need to consider possible
external factors such as robot failure, the weight change of
the loads, the distance between locations, and any obstacles
in their path, that may affect the objective. If an adverse
event occurs, commonly one robot takes hierarchical orders
to take corrective actions that benefit the entire system. This
agent charge of processing and sending new instructions to
the other agents so that they can execute them according to
their capacities and the agreements they have reached.

5) FAULT TOLERANCE
a: ROBUSTNESS
The key to robustness is to design the systemwith redundancy
and flexibility in mind so that it can adapt to unexpected
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events and continue to function effectively even in the face
of individual robot failures or environmental disruptions.
To solve the load transportation in MRS, adaptive algorithms
that can adjust robot behavior in response to changing
conditions are used. For example, if a robot encounters
a particularly heavy load or an unexpected obstacle, the
algorithm could adjust the robot’s speed or path to ensure that
it can safely navigate the environment and complete its task.

b: FAULT DETECTION
For this application, the goal of fault detection is to minimize
the risk of failures or errors that could lead to delays or
damage to the transported goods. Each robot is equipped
with weight and location sensors that measure the load and
position to detect any changes or deviations from what was
agreed. If a sudden drop in weight is detected, the agents
automatically trigger an alarm or alert to investigate the issue.
In some cases, is necessary to send a replacement robot to
take over the task of carrying the load, while the faulty robot
is taken offline for maintenance.

c: RESILIENCE
In the context of load transportation in MRS, resilience can
be achieved through several approaches, such as redundancy
to ensure that if one robot fails, others can take over.
Implementing Adaptive control and learning in each of the
robots, task allocation, and considering in the design step
some extra physical or communication links.

B. POWER SYSTEMS
The second study case analyzed from MAS viewpoint is the
Power System which we refer as PS. As is well known,
PS is a system designed to provide a continuous and reliable
electric power supply that meets certain quality requirements.
And although the power requirements could be provided
by an isolated generator connected to the loads directly,
this operation way can compromise the service continuity
during failures in the generation sources. In this regard, the
interconnection of generators not only increases the system
capacity, but also provides a backup mechanism between
generators during fault of one generator.

During PS operation, the global goal is to keep the balance
between generated and consumed power, which is why when
a power variation is presented it is necessary to implement
a system reconfiguration that restores such balance. The
mentioned reconfiguration is accomplished by LFC and is
related directly with local objective of nodes that is to
regulate the power provision according to power imbalance.
Regarding LFC, it is implemented in two stages. The first
one called primary regulation is performed by the governors
to achieve an steady state after power imbalance, although
with frequency and transferred power deviated from their
rated values. The second stage called secondary regulation
is accomplished by AGC that change the power setpoint of
generators to restore balance of active power, and as result
two main objectives are accomplished: (1) restore system

frequency to its rated value, (2) remove the transferred power
deviation in transmission lines.

An important point to keep in mind is that PS is an
interconnected system by nature in which AGC forces an
additional level of synchronization. Therefore, we can talk
about two kind of interconnections, first one is a natural
connection created by transmission lines and the second one
that is forced by the AGC’s control schemes, which together
enable generators in PS to describe a collaborative behavior
against power unbalance. Finally, it is important to highlight
that primary regulation is implemented by the using of local
controller (speed governor), and supplementary regulation is
implemented at dispatch center level.

1) PHYSICAL NETWORK
a: NODE
In PS, generator and its governor is considered as the node
from frequency control problem viewpoint. This is because
LFC scheme performs variations in the mechanical input
power to drive a generator speed variation that contributes
to regulating the system frequency. Under this consideration
the generator can be identified as an elemental component
because any change in its operating point has an effect on the
system frequency value.

b: LINK
In PS there are two kind of links that enables information
exchange between nodes. The first one are the transmission
lines which allows to exchange power that couples the
generators and drive them to converge to the same speed
thus defining the frequency on whole PS. The second one
is instead provided through a communication network that
enables to send the desired generator operating point from
dispatch center to governorsmainly. Since the different nature
of this links, we will define the first one as natural links and
the second one as artificial links.

c: TOPOLOGY
As was just mentioned, the PS presents two kind of links
that could define the topology. But in LFC the prevailing
topology is related to transmission lines, i.e., to natural
links. In this regard, PS presents a meshed topology in
order to gain robustness and reliability. This is justified by
the fact that PS arranges several generators interconnected
between them to distribute the generated power requirements.
As well as power unbalances that may appear suddenly could
be counteracted too returning PS to an stable state after
perturbation.

2) SYNCHRONIZATION
a: INFORMATION EXCHANGED
Regarding the information exchange LFC control scheme
first takes advantage of natural coupling provided by
transmission lines to perform the primary regulation through
the governors. This first regulating stage is triggered by
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an active power unbalance that modifies the speed of its
closer generator and that in turn produces a variation on
exchange power with the rest of generators. As result,
this power variation is propagated through the transmission
lines making known to remaining generators about power
unbalance. In answer each governor changes the mechanical
input power in its generator helping counteract the power
unbalance leading to the PS to an steady state operating point
with a new frequency value. It is important to highlight that
the primary regulation is accomplished by the governors in a
distributed way thanks to the natural consensus. After in order
to restore the rate value of system frequency, the secondary
regulation will be performed by using its artificial links, i.e.
the communication network. In this case the information is
mainly send by dispatch center to governors to establish the
new power reference on every system generator.

b: COALITION
From our analysis we conclude that the control area (CA)
defined to regulate the power exchange between power
companies is the coalition in LFC, since it is a group of
generators which are governed under a common law based
on the Area Control Error (ACE). ACE can be described by
the expression (2):

ACEn = Bn1ωn +

n∑
i=1

1Pnij (2)

The control law of an area establishes that when the ACE is
different from zero, control actions will be performed inside
the area to restore the condition ACE = 0 and in turn to
counteract PS unbalance.

c: TASK ALLOCATION
As mentioned above, if the ACE is different from zero a
control action must be established for whole area according
to active power unbalance. This control action should define
the new power set-point for every generator inside the
area. This additional amount of generated power in each
generator depends on speed regulation or droop R that is a
parameter configured in every governor. This parameter acts
as a participation factor that define the ‘‘task allocation’’ for
every generator by defining the power percent by which each
generator contributes to counteract the power unbalance.

d: CONSENSUS ALGORITHM
In the PS could be identified two kind of consensus, a natural
or intrinsic consensus and an artificial or forced consensus.
Natural consensus is observed when two or more generators
which are interconnected converge to same speed without
external control actions although no rated value necessary,
i.e.,

ω1 → ω2 → · · · → ωn. (3)

This advantage of natural consensus AGC is exploited by
primary regulation to lead the system to a first stable

operating scenario by creating a deviation on the power
reference according to the regulation R of every generator.
Meanwhile secondary regulation eliminates frequency and
transferred power deviation by the convergence of the
deviation of the generators angles, i.e.,

1δ1 → 1δ2 → · · · → 1δn. (4)

This behaviour could be considered as an artificial consensus
because it is accomplished by dispatch center through
communication links in order to modify the power output
reference in each generator.

3) NETWORK CONTROLLER
a: ESTIMATION
Even though estimation could be associated to state esti-
mation applications based on system measurements, in our
analysis it refers to the PS or node capability to know the state
variables of neighboring nodes or the whole system. About
variable estimation on LFC problem, we separated the state
variables that are involved in primary frequency regulation
that are speed and angle of generators and variables related
to secondary regulation which are system frequency and
transferred powers. For primary regulation, every generator
knows its own state variables (angle and speed) and the
transferred power to the neighboring generators. These
information allows to generator to ‘‘estimate’’ state variables
of its neighboring from local variables only. In the other
hand, dispatch center can directly measure system frequency
in some PS locations as well as transferred power on
transmission lines to know such variables, i.e. the value
of required variables are available without any complex
estimation procedure.

b: MONITORING
Since monitoring stage aims to enable to every node the
knowledge about its own and the system situation, in the
LFC context monitoring must detect the occurrence of a
power unbalance. This monitoring is different in primary and
secondary regulation because the first one depends on natural
connection and the later on an artificial connection.

From generator viewpoint in primary regulation, unbalance
is detected as an active power variation in the generator
terminals because this variation is a result whether by a local
or a remote active power variation. For secondary regulation
in the dispatch center the key variable that must be monitored
is system frequency, because a deviation from its rated value
could be understood as an active power unbalance in PS.

c: CONTROL ARCHITECTURE
The LFC control architecture could be considered as a two-
level hierarchical architecture because a power unbalance is
counteracted in two stages as was mentioned before. In the
first level is the primary regulation that is the closest level to
the PS and works under a distributed architecture since the
control actions are taken by the governors. In the other hand,
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at the second level in the architecture is the secondary control
whose actions are defined in the dispatch center, therefore its
architecture could be considered as centralized. From this we
can conclude that the frequency regulation is performed under
a hybrid architecture.

d: CONTROL NETWORK ALGORITHM
From the fact that at the PS level the objective is to counteract
the active power unbalance, therefore the main aim is to reach
the balance between generated power and consumed power,
i.e.,

n∑
i

Pgi =

m∑
j

Plj (5)

could be considered the basic relationship that will define
any control algorithm for LFC. Under this consideration
the classical LFC drives a change in mechanical input
power of generators that in turn change the electric power
generated to restore the power equilibrium. The additional
amount of generated energy is defined on base of ACE error
minimization that in an ideal scenario must be zero, i.e.,

ACE1 → ACE2 → . . . → ACEn (6)

that in turn accomplishes

1δ1 → 1δ2 → . . . → 1δn → 0 (7)

resulting in a new power balance as well as a system
frequency restoration and transferred power deviation elim-
ination.

4) ASSESSMENT
a: DATA ANALYZING
Since data analyzing is an assessment stage at ‘‘supervisory’’
level, secondary regulation is considered only. That means
data analyzing will provide useful information about system
frequency and transferred power through transmission lines
that enables the monitoring global objective. In this regard
frequency and power through transmission lines aremeasured
and centralized in dispatch center to calculate the current
ACE to evaluate if a power unbalance is presented.

b: MONITORING GLOBAL OBJECTIVE
PS must monitoring the active power balance by checking
that system frequency must be maintained constant and ACE
error must be zero. If any of both conditions isn’t true,
it could be understood as a power unbalance that requires
corrective actions that should be applied and maintained
while variation persists since it will mean that PS unbalance
is not compensate yet.

c: DEVIATION DETECTION
As mentioned in Control network algorithm, global objective
in LFC is the active power balance in order to let the
system to an stable operating scenario. In this regard,
PS monitoring if its objective is accomplished by detecting

system frequency variations and deviations from scheduled
values of transferred power between areas. In this regard,PS
unbalance is detected from ACE value, i.e., if ACE value
is different to zero, then control actions are needed in order
to return frequency and transferred power to their scheduled
values.

d: DECISION MAKING
After an unbalance of active power is detected, control actions
are taken to counteract it by changing set-point of power
output on some generators in the affected control area. In this
stage, dispatch center defines the new operation points that
are sent to generation station by a communication system,
i.e. by an artificial link. After a new set-point for generators
at station is configured according with characteristic of every
one.

5) FAULT TOLERANCE
a: ROBUSTNESS
About robustness it must be taking in account that LFC leads
PS generators to respond to a disturbance in a cooperative
way by distributing the ‘‘responsibility’’ to each according
its capability. Therefore it is possible to conclude that LFC
scheme itself is a mechanism that provides robustness to PS.
In addition, procedures for PS operation have established
reliability criteria such as N − 1 criterion that pretends that
PS is able to withstand at all times an unexpected failure
or outage of a single system component, has an acceptable
reliability level.

b: FAULT DETECTION
From LFC viewpoint fault detection could be accomplished
by a similar procedure of PS unbalance detection, that
is by detecting frequency and transferred power deviation
from their planned values. But it is important to consider
that LFC is designed for counteracting power unbalances
that are normal during PS operation an in which variables
present a tolerable variation unlike fault conditions in
which the variables could be deviated considerably. In this
regard, although LFC can detect the fault, it cannot face
a considerable power unbalance produced by it. Therefore
fault detection task must be accomplished by a systemic
protection scheme that operates in parallel to LFC and stays
as a passive function while PS maintains its normal operating
and performs its control action under a fault condition only.

c: RESILIENCE
In order to increase PS resilience several generators with
different power production characteristics could be con-
sidered because they have the capability to deal different
kinds of weather conditions, natural disasters, etc. Further,
a coordinated scheduling of different power sources is
effective to improve generation resilience. Also transmission
networks need to have resilience to face disturbances caused
by natural disasters or operating reconfiguration. Thus
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alternative corridors should be established in the event of
a main transmission path faults. Also with a future vision,
smart loads could be an alternative because they would have
regulating abilities for contributing PS resilience [97].

V. MAS DEPLOYMENT FLOW
Implementation of MAS phases like execution and start-up
can be a quite complex operation due to the heterogeneity
of the interconnected agents and the conditions of the
environment in which they interact. Each application requires
the integration of a set of algorithms, procedural protocols,
and frameworks for its correct operation, but up to date,
there is not a proposed organized scheme that guides what
are the basic resources that researchers should consider to
implement an application in MAS. As a consequence of the
framework presented in section III, this work complements
the proposal with aworkflow for the practical implementation
of multi-agent systems in any area. For this, workflows
based on a sequence of stages and steps for centralized
and distributed architectures in MAS are proposed. Fig.3
presents a general description of the necessary stages for the
process of execution and commissioning of a MAS, seen
from the engineering perspective. This proposal is based on
defining certain implementation steps within three stages:
Initialization, Supervision, and Control. Next, we proceed to
describe the architectures, their stages, and the variants of the
necessary steps according to the operation requirements for
each application.

A. ARCHITECTURES
Centralized: In the 60’s the first MAS applications began

with a centralized architecture, which is characterized
by depending on a main agent called the control center
or master, who is in charge of coordinating all the
tasks of the rest of agents [34], [78]. This architecture
is suitable for solving applications where they require
a limited number of agents. Its greatest limitation is
its capacity to expand, since by having to centralize
all the information in a central agent, it must have
a great processing and decision-making capacity to
generate the control orders of the rest of the agents.
For this case, centralized workflow is shown in Fig.4.
Here, the proposed stages and those responsible for
establishing a centralized MAS system are: the master
agent, who coordinates the actions of the rest of the
agents, will be in charge of executing the initialization
and supervision stages, and also the global control sub-
stage. Themaster will establish the global objective to be
achieved and will be in charge of monitoring the status
of the deviation from the progress of the agents’ tasks.
In the event of adverse circumstances within the MAS,
the master will execute a decision-making function
to try to return the system to operating conditions.
While in the local control system stage, agents sense
and manipulate the environment to fulfill their tasks.

Here, the agents execute the control commands issued
by the agent master For example, a Power System’s
frequency control coincides with being a multi-agent
system with a centralized architecture [110]. Where, its
control center decides and establishes the power of each
of the generation units, while these change their power
until reaching an energy balance according to the order
received.

Distributed : The development of MAS applications with
a distributed architecture has gained importance in
the last decade because of the limitations of the
centralized architecture. This architecture distributes the
main functions, previously performed by a master, to the
autonomous agents (senior agents). This is achieved by
defining a set of interaction rules between the agents.
The challenge is to coordinate the decentralization
and distribution of decision-making processes among
individual autonomous agents, so that each agent actions
do not interfere with the activities of their neighbors,
while achieving a common objective. This analysis
considers new aspects of centralized architecture, such
as instruction execution, primary resource distribution,
communication channel usage, command hierarchy,
establishment of interaction rules, etc. Several proposals
from different areas have attempted to solve this
challenging task. Topics such as energy efficiency,
real-time performance, coexistence, interoperability,
security, and privacy have been addressed in relation
to how distributed control has facilitated the rapid
development of Industry 4.0 [111], [112]. Similarly,
methodological proposals demonstrate the feasibility of
distributing control models to achieve greater benefits
from MAS [113], [114]. Its implementation opens new
challenges such as the difficulty in distributing and
coordinating the tasks of each agent, the synchronization
problem, and obtaining consensus on the variables of
interest [35]. This architecture allows the scalability of
a MAS system with the incorporation of new agents
[115]. In case the application requires a master agent
as a global supervisor, this will be responsible for
executing only the initialization and supervision stages.
While in the control stage, autonomous agents now with
greater processing capacities performmain tasks such as
coordination, decomposition, and decision-making on
their own. Through the implementation of distributed
algorithms, the agents establish the adequate exchange
of information and each one is capable of coordinating
their own actions for the fulfillment of their individual
tasks, which in turn converge in accomplishing suc-
cessfully the common global objective. The proposed
workflow for this case is shown in Fig. 5. In this case,
since each of the autonomous agents determines its
own orders, the system itself can work faster because
it no longer waits for the master to make and send the
decisions. However, the master will now take care of
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FIGURE 3. Centralized and distributed architectures.

FIGURE 4. Workflow centralized.

hierarchical functions such as objective definition and
also monitoring for system convergence.

B. PROPOSED STAGES AND STEPS
In the proposed workflow, a stage refers to a group of steps
that collectively aim to achieve a specific goal, and they need
to be followed sequentially to establish a MAS. Depending
on the architecture type, these stages can be executed either
by the master agent in a centralized scheme or by the
senior agents in a distributed scheme. The proposed stages

include initialization, supervision, and control. Figure 3
illustrates these stages arranged hierarchically from top to
bottom. The utilization of individual steps within these stages
depends on the specific requirements of the MAS application
under development. This reliance is influenced by factors
such as architecture, available resources, number of agents,
communication infrastructure, etc. [78]. The design of the
proposed workflow aims to accommodate a wide range of
applications, but it also maintains the flexibility to exclude
certain steps that may not apply to specific MAS applications
or when their execution is carried out by an external operator.
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FIGURE 5. Workflow distributed.

The following sections describe each stage in detail, along
with their corresponding steps.

1) INITIALIZATION
Like any process that requires initialization, a MAS is no
exception. This stage is typically carried out by a supervisor
(sometimes referred to as a global master) in either a
centralized or distributed scheme. Its primary objective is
to construct a MAS application by leveraging available
resources and their initial states. In this regard, launching any
application involves an analysis of the available resources to
ensure the operability and autonomy of each agent. Following
that, the system variables are fully initialized at both the agent
and global levels. Lastly, the MAS establishes or proposes
the global objective to be achieved [108]. The recommended
steps for this stage are as follows:

Resource check-up: A crucial aspect of initializing any
Multi-Agent System (MAS) is gaining a comprehensive
understanding of all the physical and logical resources at
hand. By assessing their availability, it becomes possible
to define objectives with varying degrees of scope. The
aim of this step is to quantify the MAS’s state of health,
offering insights into the scope and limitations when
formulating global objectives based on the available
resources [8]. To accomplish this, a detailed inventory

of the equipment should be compiled, including the
number and current status of agents, communication
channels and infrastructure, computational resources of
the supervisor, primary energy sources, and, if feasi-
ble, additional resources within the agents’ operating
environment.

Set-up agent and MAS: After defining the resources, the
next step involves activating the main components of
the MAS. This involves too initiating communication
between the agents. The initial activation of these
components will provide information on the initial
conditions of each entity within the MAS [28], [34].

Global objective Definition: In this step, the design of
functions and activities to be implemented within a
Multi-Agent System (MAS) is undertaken. The primary
aim is to establish the operational objective, which
defines how MAS agents will interact with their
environment to accomplish specific tasks [5], [28]. The
scope of the overall objective may be constrained by
factors such as resource availability, component state,
and the creative abilities of the MAS implementation
team. Depending on the engineering application, the
overall goal can range from a complex set of multiple
tasks to a relatively simple exercise. Regardless, it is
crucial to regularly evaluate theMAS’s progress towards
achieving the proposed global objective. Additionally,
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it should be noted that advancements in technology,
techniques, and algorithms provide new opportunities to
flexibly update the global objective based on potential
new requirements arising during the decision-making
process of the MAS [6].

2) SUPERVISORY
We can analyze the second stage of superior hierarchical
order from two perspectives. Firstly, a central entity (referred
to as the master agent) oversees and evaluates the overall
alignment of the MAS in achieving the proposed objective.
Secondly, each agent is responsible for local monitoring
internally to validate the fulfillment of its assigned task
if is a distributed architecture. Regardless of the scenario,
a continuous monitoring function is active to assess the
condition and progression of the MAS and its environment.
This evaluation of information helps determine whether or
not the MAS will achieve its objective [59], [108].

Monitoring: In this particular step, the focus is on the
execution of a fundamental workflow function. This
function is responsible for supervising the acquisition
and processing of data in order to determine the current
state of the agents and their environment [82], [108].
To carry out this task, at least two layers of a Multi-
Agent System (MAS) are involved: the physical network
layer and the synchronization layer. These layers rely
on the measurement acquisition infrastructure installed
either in the agents themselves or within the MAS
environment. The primary objective of this step is to
consistently identify patterns of deviation or errors in
task completion or the overall objective. This is crucial
for issuing accurate control commands. Within a MAS,
the monitoring function is executed, and the results are
presented through a visualizer, display, or a comprehen-
sive SCADA system. This ensures that operators have
access to up-to-date information regarding the agents’
behavior and information exchange.

Decision Making: The decision-making capacity is a crucial
element that applies to both individual agents and the
overall MAS [7]. It is an integral part granted to the
elements of the MAS to fulfill their assigned tasks effec-
tively. Various prominent algorithms in this field include
Markov decision processes (MDP), Partially Observable
MDP, game theory, swarm intelligence, graph theoretic
models, reinforcement learning, dynamic programming,
evolutionary computing, and neural networks [8]. The
primary goal of this process is to assess the cost/benefit
objective function and make optimal decisions that
enable each agent to fulfill its designated task while
ensuring the MAS as a whole achieves its intended
objective.

3) CONTROL
To achieve the global objective, the tasks can be distributed
among the components of a MAS. This stage is crucial for

the proper functioning of the MAS, and its implementation
steps depend on the chosen architecture. If the application
is centralized, the master agent takes full responsibility for
generating orders for all agents. On the other hand, in a
distributed architecture, this stage is carried out by the agents
coordinated by the control strategy [61], [63]. This process
involves several steps, including task decomposition and
evaluation. It can occur after the initialization or during the
operation of the MAS, in which case the system may have
intentionally or unintentionally changed, resulting in a shift
in its global goal or consensus state.

During this stage, the performance of each agent in
fulfilling their assigned task is individually analyzed. In the
centralized case, local-level controllers are implemented
within the agents to manipulate their variables of interest
and accomplish their tasks [56]. In contrast, in a distributed
architecture, this stage is considered as part of the General
Control System stage. The internal controllers can be simple
or complex and are implemented based on the character-
istics and computational resources available in the agents.
Commonly used controllers include comparators, hysteresis,
and proportional-integral-derivative (PID) controllers due to
their ease of implementation. However, agents with advanced
capabilities can now include controllers such as fuzzy, fuzzy-
PID, neural networks, and sliding mode control (SMC) [28].

Data Acquisition: This step involves measuring the envi-
ronmental variables either through sensors installed in
the agents or strategically distributed sensors in the
work area [47]. The collected data is then shared with
the supervisory entity or neighboring agents within
the network using various communication channels.
It is important to note that since the data is exposed
to the work environment, it is susceptible to noise.
Therefore, if noise is present, a filtering stage should
be implemented to mitigate its impact. This approach
helps reduce the bandwidth usage of the communication
network and minimizes computational efforts required
for other processes [80].

Data Processing: This step initiates the processing of the
gathered information concerning the environment and
the progress made by the agents in reaching their
objectives. Depending on the task assigned to the
agents in aMAS, one or more of these agents will be
responsible for processing the data and transforming it
into meaningful information that has been predefined.
This relevant information will then be disseminated
across the network [80]. If there is any loss or alteration
of information during communication, data mining
algorithms can be employed to eliminate or rectify
erroneous data.

System and environment state determination: In this step, the
current state of the system and the environment in which
the agents are performing their tasks is determined
through the implementation of a series of techniques
and strategies. This information plays a crucial role
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in supervision as it enables the assessment of whether
the MAS is progressing towards its objective or if
it has deviated from it [25], [28]. During the initial
execution, after establishing the global objective, this
step quantifies the availability and operational status of
resources. This enables the identification of resources
and facilitates the distribution of activities.

Objective evaluation: This step focuses on identifying any
discrepancies or errors in the MAS concerning the
defined global objective if it is under wide supervision.
Too, it aims to detect deviations in the variables
of interest compared to their reference values if the
supervision is local. If the system is nearing its objective,
the workflow will return to the monitoring step without
requiring any control actions. Conversely, if deviations
exist, the workflow will proceed to implement algo-
rithms that facilitate achieving the necessary consensus.
The algorithms used to assess deviations can range from
basic methods, such as comparing the reference value
to the actual measurement, to more intricate approaches
involving numerous calculations and estimations [57].
The latter plays a crucial role in understanding state
deviations, changes in the global task, or the MAS itself,
and taking appropriate actions accordingly [10].

Task Decomposition: In this step, the analysis of the global
objective takes place, and its distribution into specific
tasks is planned to incorporate it into the MAS based
on the unique capacities and functions of each agent.
In a basic MAS, this task is typically handled by the
designer beforehand. However, in certain cases, certain
algorithms related to task decomposition are employed
in subsequent steps of the process, such as coalition
formation and team allocation [5], [70]. This phase of
the process is crucial for attaining the global goal, as an
optimal system response can only be achieved through
the proper allocation of activities among all components.

a: RESOURCE ALLOCATION
Due to the MAS’s global objective and depending on
the agents and the environment, often one needs to
analyze the resources available. This sub-process is in
charge of analyzing the environment, distributing the
resources and tasks, and creating teams of agents. This
step requires specific algorithms for this purpose which
includes Artificial Intelligence (AI), Machine Learning
(ML), adaptive algorithms among others [22], [71]. One
of the most important consideration when distributing
and optimizing resources is the amount of time or energy
that an agent needs to reach certain state related with the
global objective.

b: COALITION
This sub-process is in charge of creating groups or teams
of agents to maximize the performance of the agents
in the MAS while achieving the global goal. Here, the
main focus is the global objective (or consensus) without

considering the environment [65], [66]. Together with
the resource and task allocation, this sub-process can
accomplish an optimal performance when creating
teams. As in resource allocation, the algorithms used for
this purpose are based on AI and ML.

c: TASK ALLOCATION
In this step, the global task or the specific task are assign
to each team or agent. In other words, this part of the
process defines the action that must take each team or
agent to achieve the global goal or a consensus [21],
[71].

Task evaluation: The tasks in the MAS are assigned to
one or several agents according to their capacity and
their willingness to operate [84]. This step focuses on
evaluating the fulfillment of these tasks and achieving
the desired objective. In the event that the agents are
capable of fulfilling their previously assigned tasks,
the workflow will return to the monitoring step since
everything is working as expected. But in the event that
for internal reasons (exhaustion of useful life, lack of
fuel, lack of communication, etc.) or external reasons
(such as changes in the environment with conditions not
foreseen in the design) to the agents, the tasks may be
redefined by a supervisor based on available resources.
This last case will give way to decision making.

Actuators: This step corresponds to the execution of orders
by the agents in order to achieve their objective or
proposed goal, as appropriate [47], [55]. Here the agents
will see the need to interact with the environment and,
if necessary, manipulate it at their convenience through
their actuators or final elements. Depending on the
control actions, the changes that the environment may
undergo can be small or large.

C. WORKFLOW EXAMPLE
Below, we use the proposed workflow to describe the start-
up of the LFC in a PS carried out by AGC in a centralized
way, specifically, for the problem of primary and secondary
regulation. We consider that the PS starting operating
conditions are a stable state, that is, all the generators have
their power reference Prefi and there is a balance between
demand and generation (

∑n
i Pgi =

∑m
j Plj). Furthermore,

it is assumed that the generators have been synchronized
concerning the slack bar.

1) INITIALIZATION
Resource check-up: The first step consists of determining

the exact resources that PS has, such as the number of
generators, transmission lines, and auxiliary equipment.
It is necessary to know the operating status of each one
of them to determine whether or not it is in a condition
to be integrated into the LFC.

Set-up agent and MAS: The control center executes the
optimal power flow to establish the operating scenario of
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FIGURE 6. Workflow example of PS. The red line represents the feedback to close the control loop. All
generators send their measurements to the SCADA.

each of the generators, thus giving its initial condition.
With this, the power of each generator is known before
a load variation event in the system.

Global objective Definition: The global goal of the LFC
in any PS is to keep the balance between demand
and generation, and also maintain the frequency of the
system constant, so the control center deploys the AGC
described above into action. This controls centrally, the
primary and secondary regulation stages so that the
system always remains within its nominal operating
values. Here, the references of the system are defined,
both in Power (Pref ) and frequency (fref ).

2) SUPERVISORY
Monitoring: It is necessary to know the current state

of the PS to determine if it effectively meets the
balance condition between generation and demand.
The variables that are measured in each ACE in the
system correspond to the power generated, the power
transferred, and its current frequency. These variables
are monitored in the SCADA and in a later phase they
will be used to control the balance of power exchange.

Objective Evaluation: Corresponds to the evaluation of
ACEn to eliminate power deviations in each of the
generation centers and finally maintain the balance
between generation and demand. If frequency variations
concerning the reference are detected, the ACE calcu-
lates the total power that must be compensated in the
overall system.

3) CONTROL
Task Decomposition: The power that has been determined

by the ACE to compensate for frequency variations
is sent to the generators through a participation factor
Bi to distribute the power among them thus avoiding

their competition. The local goal of each generator is
to increase its power production. It only takes what it
is entitled to.

Task evaluation: Compliance with frequency regulation
occurs when theACE is equal to zero, that is, there are no
frequency deviations, so the required balance between
generation and demand has been reached. If the ACE
is different from zero, the system determines the power
that each generator must absorb, which is done in the
decision making step. This task is constantly performed.

Decision Making: It is activated when there are deviations
with respect to the objective, for instance, when the
consumers’ consumption is higher or lower than the
power produced by the generators, or when the power
consumed exceeds the maximum power that the genera-
tors can provide. Depending on the situation, the system
should decide to turn on/off generators, redistribute the
power generation, trip load, or reconfigure the network
so the system can continue operating.

Actuators: Hydraulic and thermal energy are typically used
as primary resources, which are then transformed into
electrical energy as they pass through the mechanical
and electrical components of the generator. In this case,
actuators such as valves and gates, are used to regulate
resource flow and control the turbine’s speed, which in
turn moves the generator’s rotor. These actuators are
located inside the governor and interact with the turbine.

VI. CONCLUSION AND FUTURE DIRECTIONS
This study introduces FC-MAS, which offers an effective
abstraction for component integration and resources, facil-
itating the understanding and development of engineering
applications in the MAS. Each layer focuses on specific
aspects, such as physical network, synchronization, network
controller, assessment, and fault tolerance. Furthermore,
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it outlines a comprehensive workflow that describes the
essential stages and steps multi-agent systems must follow
to accomplish their objectives. To illustrate the practicality of
this layer model, we apply it to the domains of robotics and
power systems, showcasing its effectiveness. Additionally,
we provide a comprehensive compilation of key terms
pertinent to the study of multi-agent systems, accompanied
by real-world examples demonstrating MAS applications.

During the development of this project, some basic
approaches have not been addressed in depth, so its full
development is proposed for future work. Such is the case
of the selection of essential components, since for this
work these have been chosen according to their incidence
and relevance in the information collected. Similarly, it is
necessary to mention the existing discrepancy with the
terms that intervene in a multi-agent system in the fields of
study analyzed; although an agreement was established by
naming the components of the model presented, future works
could focus on improving this foundation, assigning terms
capable of being used in more areas of application of MAS.
Furthermore, future research may concentrate on the topic of
interoperability and compatibility when integrating the FC-
MAS model with existing or developing MAS technologies.
This will entail consideration of potential integration issues
or conflicts that may arise, as well as the necessity to
balance MAS performance when system resource constraints
or limitations have to be taken into account.

Being FC-MAS a new model based on the compilation
of different works, no applications were found in which
each and every one of the proposed components has been
implemented. So the systems proposed in the case studies
have been adjusted in such a way that all the components
intervene in its operation. It can be noted that both the user
and the tasks are not treated as explicit components of the
model.
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