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ABSTRACT Micro-expression recognition is an important problem in the field of computer vision and
affective computing. To improve the accuracy of micro-expression recognition, the study proposes a novel
graph convolutional neural network model oriented to micro-expression recognition, which divides facial
features into regions and uses the optical flow method for feature extraction of facial action units. The
model utilizes graph structure to encode facial features intuitively, while obtaining dynamic changes of
facial features through the change information of optical flow, thus obtaining richer micro-expression feature
information. The results show that the model performance can be maximized when the model is set to
5-way 5-shot and is taken as 1.4, at which time the model’s accuracy on the dataset CAMSE II is 79.168%.
The proposed algorithm performs well when compared with other algorithms in terms of accuracy and F1
score, the proposed algorithm realizes an accuracy of 0.795 on the CAMSE II dataset compared to the
other algorithms which is up to 0.785. The accuracy of the proposed algorithm on the SAMM dataset is
0.738, which is only lower than that of the spatio-temporal recurrent convolutional neural network. The
algorithm proposed in the study shows good performance in micro-expression recognition and promotes the
development of the field of computer vision and affective computing.

INDEX TERMS Facial action, feature extraction, graph convolutional neural network, micro-expression
recognition.

I. INTRODUCTION
In interpersonal communication, there are two core modes
of communication, one is through verbal expressions such
as direct conversations or text messaging; the other relies
on non-verbal expressions such as facial expressions, body

The associate editor coordinating the review of this manuscript and
approving it for publication was Omer Chughtai.

movements, and tone of voice [1], [2]. Micro-expressions are
intense, but brief, changes in facial expressions that people
experience in their daily lives and are often associated with
real, hidden emotional states [3], [4]. However, they are dif-
ficult to capture with the naked eye due to their extremely
short duration, usually only 1/25 to 1/5 of a second [5],
[6]. In micro expression recognition, the shadows caused by
lighting on the face directly affect the facial expression of
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the character, resulting in inconsistency between the facial
expression and the expression information of the character.
In computer vision processing technology, when recognizing
facial expressions of characters, it is necessary to first capture
animation frames of the character’s expressions. The various
color features in the captured imagewill bemore obvious, and
different colors correspond to different emotions, which can
also cause errors in facial expression feature extraction. Facial
expression recognition is a technology for feature recognition
of faces. When extracting basic facial features, it is necessary
to first determine the facial recognition area in the image [7],
[8]. The shape similar to the face in the image can interfere
with the judgment of the recognition area, leading to facial
expression recognition errors. The division of facial regions
is a prerequisite for determining the extraction area of special
zones. The division of facial regions is based on shape edges,
and misjudgment of facial edges can directly lead to errors
in the recognition area. To address these issues, the study
proposes a graphical convolutional neural network (GCN)
based on Facial Action Unit (FAU) for facial MER. The
algorithm employs FAU to depict the detailed changes of
facial expressions and extracts the key facial emotion signals
to get the dynamic features of micro-expressions. Finally,
GCN is then utilized to process these features for MER.

The innovation of the research lies in the use of multi
block partitioning to extract FAU features, dividing FAU into
different regions and performing separate feature extraction
on FAU in different regions. Use the area with the greatest
change in feature amplitude as the representative feature. The
main contribution of the research is to enhance the feature
extraction ability of FAU, improve the accuracy of facial
micro expression recognition in machine vision, and achieve
home interaction in the field of micro expressions.

The study will investigate facial MER from four aspects,
firstly, a review of the current state of research on FAU
and GCN, secondly, a study on micro-expression feature
extraction and recognition based on FAU-GCN, thirdly,
an experimental validation of the method raised in the study,
and finally, a summary of the study.

II. RELATED WORKS
Facial expressions are a display of people’s current mood
state, Cowen A. S. et al. In order to explore the connection
between human facial expressions and specific cultural and
social contexts, they proposed the use of machine learning
methods to analyze dynamic behaviors in the real world. The
results show that each facial expression is associated with
a specific context, these associations are preserved by 70%
in different cultural regions, and the frequency of generating
different facial expressions varies from region to region [9].
Li et al. to solve the issue of deep CNN, which has too
large parameter sizes in the facial expression recognition task,
they propose a dedicated lightweight facial expression recog-
nition network with differentiable neural structure search
model for automatic search. The outcomes denoted that the
authors’ proposed algorithm exhibits high accuracy on the

facial expression dataset, which verifies the robustness of the
system [10]. Chen et al. to solve the issue of data incon-
sistency between facial expression recognition datasets and
to improve the model’s ability to generalize across different
datasets. proposed to construct a unified cross-domain FER
evaluation benchmark and reconstructed cross-domain facial
expression recognition and generalized domain adaptation
algorithms. The results show that the proposed framework
outperforms previous state-of-the-art methods on a unified
evaluation benchmark and facilitates the development of
cross-domain expression recognition [11]. Ben et al. put
forward a video-based micro-expression analysis method in
order to reveal the real emotions that people try to hide.
Due to the transient nature and low intensity of micro-
expressions, their detection and recognition are difficult and
require expert experience. The authors published a new
dataset and performed a unified comparison of representative
methods. The results show the potential of micro-expression
analysis in applications such as lie detection and criminal
investigation [12].
GCN is a commonly applied algorithm for recognition

classification processing, Levie et al. to study the trans-
ferability of spectral GCNs, they proposed to analyze the
importance of graph-to-graph transformation. The outcomes
indicated that if two graphs discretize the same continuous
space, then the spectral filter or GCN has approximately the
same effect on them [13]. Zhao in order to recognize new
drug-target interaction (DTI) more efficiently, proposed a
new framework based on GCN ‘‘GCN-DTI’’. The outcomes
showcased that the framework outperforms the current state-
of-the-art methods [14]. Tong et al. proposed a GCN-based
fault detection method in order to detect and categorize
transient faults in transmission lines more efficiently. The
method utilizes spatial information as a priori knowledge and
establishes a framework for transient fault detection and clas-
sification. Experimental findings indicated that the method
can achieve the objectives more effectively [15]. Choi et al.
proposed a method for large-scale GCNN training and data
management using HydraGNN and ADIOS in order to effi-
ciently utilize high-performance computational resources to
train GCNs to predict material properties. The outcomes
indicated that the method reduces the data loading time and
achieves linear scaling performance on multiple GPUs [16].
Nguyen et al. to predict the drug response more accurately,
they proposed a new method based on graph convolutional
networks with graphical representation of drugs and cell
lines. The findings indicated that the method proposed by the
authors outperforms traditional methods in all performance
metrics and finds the contribution of genomic aberrations to
the response [17].
In summary, the recognition of facial micro-expressions,

is the current popular research direction of facial expression
recognition, but all kinds of deep learning networks can
show good performance only in the feature extraction and
recognition of facial macro-expressions, when facing micro-
expressions, there is always insufficient feature extraction,
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FIGURE 1. Division of facial feature regions.

resulting in the failure of MER. the GCN performs well in all
kinds of subtle domains, with excellent feature extraction i.e.,
recognition, so the study proposes GCN algorithm with FAU
as input for feature extraction and recognition of people’s
facial micro-expressions.

III. MICRO-EXPRESSION FEATURE EXTRACTION AND
RECOGNITION BASED ON FAU-GCNN
The MER can help to understand the emotional changes
of others, the chapter 3’s for the micro-expression feature
extraction andMER is investigated, which is divided into two
parts, the first part is based on FAU-GCNNmicro-expression
feature extraction, and the second part is based on prototype
CNN MER.

A. RESEARCH ON MICRO-EXPRESSION FEATURE
EXTRACTION BASED ON FAU-GCNN
Compared with macro-expressions, micro-expressions are
characterized by short performance time and small facial
changes, and it is difficult for the human eye to recognize
changes in facial micro-expressions. The visual information
capture accuracy of computers is much higher than that of the
human eye, so it is inevitable to use computers in MER for
information capture to assist recognition. When generating
micro-expressions, people’s facial feature changes are small,
if feature extraction is performed from the whole face, or due
to the small feature changes, it leads to insufficient feature
extraction, resulting in the failure of MER [18]. Therefore,
it is necessary to divide the facial features of the task into
several regions and perform separate feature extraction for
each region. When using MER as the basis of facial fea-
ture region division, it is necessary to determine the key
points of facial regions related to expressions with the help
of the response degree fitting method, and then according
to the facial key points corresponding to micro-expressions,
the FAU location of micro-expressions can be determined
and the facial regions can be divided. The key points of
facial features in micro-expressions and the feature extraction
region division unit are denoted in Figure 1.
As can be seen in Figure 1, most of the key points of the

character’s facial expression are located in the character’s
five senses, therefore, the character’s five senses are divided

FIGURE 2. Facial optical flow field.

separately when dividing the feature extraction region. When
the facial expression changes, it will involve the cheek nerves
and cause the variable ratio of cheek FAUs, therefore, the
study includes both cheeks in the feature extraction region
of FAUs in addition to the five senses. The study delineates
a total of seven micro-expression feature extraction units,
region 1 for the left eye, region 2 for the right eye, region
3 for the nose, region 4 for the lips, region 5 for the left cheek,
region 6 for the right cheek, and region 7 for the chin, and
the FAUs corresponding to micro-expressions when they are
generated are all in the above seven regions. After delineat-
ing the feature extraction regions of micro-expressions, the
study extracts the facial features of the task with the help of
optical flowmethod (OFM). OFM is a computational method
for estimating pixel motion in an image sequence. In facial
feature extraction, the OFM can be used to track the dynamic
changes of the face in the video. Since micro-expressions are
characterized by small feature changes and short expression
maintenance time, it is sufficient to select the FAU position
of the first frame in the task’s expression change as the FAU
position of the sample when extracting the features using the
OFM, and the optical flow field of the facial features is shown
in Figure 2.

According to the optical flow field of the sample, calculate
the sum of the optical flow amplitude of FAUs in each region,
sort the regions, and the region with the largest change in
the amplitude of the optical flow field can be taken as the
representative feature. The feature adjacency matrix is used
as the expression of the regional features, and the GCN is
constructed based on it. When constructing the adjacency
matrix, it is necessary to find the FAUs that co-occur in the
dataset as the correlation matrix, and the elements in the
adjacency matrix are shown in Equation (1).

Aij = P
(
Ui
∣∣Uj ) (1)

In Equation (1), Aij denotes the element in the adjacency
matrix; Ui denotes the probability of the occurrence of the i
th FAU, and Uj denotes the probability of the occurrence of
the j th FAU. When constructing the GCN for facial feature
recognition, the introduction of the attention mechanism can
effectively improve the network’s allocation of resources, and
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FIGURE 3. Self-attention mechanism structure.

the attention mechanism is shown in Equation (2).

Attention (Query, Source) =

Lx∑
i=1

similarity (Query,Keyi)

× Value (2)

In Equation (2), Lx refers to the length of Source; Key and
Value represent the attributes of Source after obtaining the
weight coefficients of each key value, a weighted summation
is performed to obtain the Attention value. Aiming at the
characteristics of micro-expressions themselves, the studied
attention mechanism adopts the self-attention mechanism,
which can reduce the interference of external information,
as shown in Equation (3).

Attention (Query,Key,Value) = soft max

(
Query • KeyT√

dkey

)
× Value (3)

In Equation (3), dkey denotes the dimension size of the Key
value;Query×KeyT denotes the desired output. The structure
of the self-attention mechanism is shown in Figure 3.
Assuming k d dimensional feature vectors hi, the d dimen-

sional feature vectors can be obtained by fusing the k features,
which are computed in Equation (4).

ĥ =

k∑
i=1

aihi (4)

In Equation (4), the weights of the feature vectors are indi-
cated. After determining the d dimensional feature vectors,
it is also necessary to calculate the score of each feature
vector, which is used to judge the influence of hi on ĥ, and
the score calculation is shown in Equation (5).

si = F (hi) = tanh
(
wT hi + bi

)
(5)

In Equation (5), si denotes the score; wT denotes the
matrix transposition. Finally, the weight of each region in
the micro-expression feature change can be obtained by using
softmax function to normalize, as shown in Equation (6).

αi = soft max (si) =
esi

N∑
j=1

esi
(6)

FIGURE 4. Feature extraction process of GCN.

In Equation (6), N denotes the feature extraction region.
GCN is a deep learning model specialized in processing
graph data. Different from the traditional CNN that performs
convolution operation by sliding the window on the matrix
data, GCN directly performs convolution operation on the
structure of the graph, which can extract the complex asso-
ciated features in the graph data. The core of the principle
of GCN feature extraction lies in the propagation and fusion
of the features through the multiplication operation of the
neighboring matrices of the graph and the feature matrices.
In this process, the new features of a node will be obtained
by the weighted sum of the features of its neighboring nodes,
reflecting the correlation between the nodes in the graph. The
feature extraction process of GCN is shown in Figure 4.
Feature transfer between layers in a GCN network is in the

form of Equation (7).

H (I+1)
= σ

(
D̃−

1
2 ÃD̃−

1
2H (I )W (I )

)
(7)

In Equation (7), H denotes the features of each layer; W
denotes the weight feature matrix of the features; σ denotes
the nonlinear activation function; D̃ is the degree matrix of
Ã; I is the unit matrix; Ã = A + I . The micro-expression
feature extraction model constructed in the study consists of
three layers of GCN with self-attention mechanism, and the
weight matrix is trained together with the optical flow field
during the training, and the calculation of the cross-entropy
loss during the training is shown in Equation (8).

L = −

n∑
c=1

yo,c logPo,c (8)

In Equation (8), yo,c denotes the binary indicator that the
label is the same as the observation; Po,c means the predicted
probability that the label c is the observation o. The loss
function in the training process adopts the dice loss function,
and the expression of the coefficients of the dice loss function
is shown in Equation (9).

s =

2
N∑
i=1

pigi

N∑
i=1

p2i +

N∑
i=1

g2i + δ

(9)
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In Equation (9), pi and gi denote the predicted and the
actual probability that a pixel occurs in a representative FAU
region, respectively. δ denotes the smoothing parameter, and
N denotes the product of the number of sample channels, the
number of sample frames, and the image width and height.
The dice loss function can be expressed in Equation (10).

LDice = 1 − s (10)

When classifying micro-expressions, the softmax function
is used to process the prediction results of the samples, at this
time, it is necessary to ensure that the sum of the output
probabilities of each category is 1, and then calculate the
cross-entropy loss with Equation (11).

H (p, q) = −

n∑
i=1

p (xi) log (q (xi)) (11)

In Equation (11), p denotes the original category; q denotes
the predicted category of the sample; n means the amount
of categories; p (xi) denotes the probability that the sample
belongs to the i th category in the original category; q (xi)
denotes the probability that the sample belongs to the i th
category in the predicted category.

B. MICRO-EXPRESSION RECOGNITION BASED ON
FAU-GCN PROTOTYPE NETWORK
After using FAU-GCN based feature extraction for task
facial micro-expressions, it needs to classify the facial
micro-expressions of the characters based on different feature
representations [19], [20]. These micro-expression features
are then recognized with a sample less network based on the
classification. Prototype network is a method of less sample
learning. Sample less learning is the process of allowing
a model to learn a new task or category with only a few
samples [21], [22], [23]. Prototype networks aim to classify
or compare between categories by learning to compute a
prototype for each category. This prototype of a category
can be understood as the mean of all sample features under
that category. When predicting a new sample, the prototype
network compares it to the prototypes of all categories and
then categorizes it to the one that is closest to it. In practice,
prototype networks usually need to compute prototypes for
each category. For a given test sample, it is necessary to use
the embedding function to compute its features, and then
measure its distance from the prototypes of each category,
and categorize the test sample into the category of prototypes
closest to it, the specific framework and process is shown in
Figure 5.

The study saves the categorized micro-expression features
and other parameters obtained from FAU-GCN, as prototype
data, and calculates the Euclidean distance between the proto-
type data and the test image of the recognition network. The
adaptive loss function of the prototype network is obtained
by combining the Triplet loss function with Equation (11),
and the distances between the micro-expression prototypes
of different categories are calculated, and then the MER can

FIGURE 5. Basic framework and process of micro-expression recognition.

FIGURE 6. Overall structure of prototype network.

be accomplished by decreasing the distance of the samples
in the same category, enlarging the distance of the samples
in different categories, and then decreasing the percentage
of the loss of the samples with too large distances. The
prototype network used in the study is a method to migrate
the information already learned by the network to the new
domain, and the structure of this network includes the feature
extraction module, the metric module, and the classification
and recognition module, in which the feature extraction mod-
ule is the FAU-GCNmodel established in Chapter 3.1, and the
specific structure of this network is expressed in Figure 6.
After obtaining the facial expression features using FAU-

GCN, these features are mapped to the embedding space, and
each feature corresponds to a matrix, the weighted average of
the embedding vectors of each image in the training sample
is calculated, and then the corresponding covariance matrices
of the individual images are clustered, at which point the pro-
totype of each category can be represented by Equation (12).

ck =
1

|Sk |

∑
(x,y∈Sk )

fφ (Xi) yi (12)

In Equation (12), fφ (Xi) denotes the embedding function,
Sk is the sample set containing k categories, |Sk | denotes the
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TABLE 1. Network structure parameters.

number of sample sets in k categories, Xi denotes the feature
vector of the i th sample in Sk , and yi denotes the label of
the i th sample in the sample set Sk . The Euclidean distance
between each class prototype is calculated in Equation (13).

dk (i) =

√
(xi − ci)T Mk (xi − ci) (13)

In Equation (13), Mk denotes the inverse matrix
of the covariance matrix of the category k . According to
the Euclidean distance of the prototypes in each category,
the study uses the softmax function to classify the micro-
expressions, at which time the probability that the sample x
belongs to the category k can be expressed in Equation (14).

pφ (y = k |x ) =
exp

(
−d

(
fφ (x) , ck

))∑
k exp

(
−d

(
fφ (x) , ck

)) (14)

In Equation (14), denotes the probability that thex sample
belongs to the category k . Finally, through the cross-entropy
loss function, the network loss value can be calculated. The
cross-entropy loss function only considers the correct label
when calculating the network loss, and the non-correct label
will be ignored, which leads to a decrease in the classi-
fication accuracy of network recognition. To address this
problem, the study proposes an adaptive loss function that
combines the Triplet loss function with the cross-entropy
loss function. The Triplet loss function has high require-
ments for samples in the process of application and needs to
consider the distance between different samples. In classifi-
cation recognition, if we assume that the experiment selects
a N image samples, each category in the training, randomly
selected k sample pairs. The distance between N positive
samples and (K − 1)×N negative samples can be calculated
according to Equation (15).

LossT =

∑
N
i=1

N∑
a=1

[
m+max

(
d
(
fθ
(
x ia
))

−d
(
fθ
(
x ip
)))]
(15)

In Equation (15), fθ
(
x ia
)
denotes positive samples; fθ

(
x ip
)

denotes negative samples; max
(
d
(
fθ
(
x ia
))

− d
(
fθ
(
x ip
)))

denotes the maximum distance between positive and neg-
ative samples; and m denotes the hyperparameters of the
function. The basic principle of the Triplet loss function is

to compute the distance between the samples, and because
of this, when the function is used as a loss function of the
MER network, it is necessary to reduce the distance between
the samples of the same category, and at the same time,
to increase the distance between samples of different cate-
gories, but the distance between different samples must not
be too large. samples must not be too large.

IV. ANALYSIS OF THE EFFECT OF MICRO-EXPRESSION
FEATURE EXTRACTION RECOGNITION ANALYSIS
BASED ON FAU-GCN
In Chapter 2, the study proposes a micro-expression feature
extraction and recognition algorithm based on FAU-GCNN,
so the main content of Chapter 3 is the validation of the
algorithm, including the parameter setting of the algorithm,
the performance comparison of the algorithm, and the anal-
ysis of the algorithm’s feature extraction and recognition
effect.

A. EXPERIMENTAL PARAMETER SETTINGS
The data sources for the study were CASME II dataset and
SAMM dataset, 33 samples of pleasure, 25 samples of dis-
gust, 27 samples of surprise and 60 samples of repression in
CASME II dataset and 24 samples of pleasure, 13 samples of
disgust, 8 samples of surprise and 20 samples of repression in
SAMM dataset. The real-time operating system is windows
10, the CPU is Intel(R) Core(TM) i5-11800H @ 2.30GHz,
the GPU is NVIDIA GeForce RTX 3070 Laptop, the RAM
is 16GB, the video memory is 8GB, and the data analysis
platform is Python 3.6 and PyTorch 1.8.0. The algorithm has a
Batch size of 40, a learning rate of 0.0001, a training period of
100, a Dropout of 0.3, and aMomentum of 0.9. The parameter
settings for the GCN and the prototype network are shown in
Table 1.
The GCN model designed for research consists of five

residual blocks and two stacked layers. The length of the
input image sequence is T, and the resolution of the input
image is 112 × 112. After pooling, the input image features
are mapped to a size of 512 × 1. In this model, the output
dimension of the first stack layer is 1024, and the output
dimension of the second stack layer is 512. The prototype
network consists of four convolutional layers, three pooling
layers, and two fully connected layers. The convolutional
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FIGURE 7. The impact of m on model performance during 5-way 5-shot.

FIGURE 8. The change results of loss and accuracy of the 5-way 5-shot model on the CASMEII dataset.

layer has a step size of 1 and the pooling layer has a step size
of 2. When conducting validation analysis on micro expres-
sion recognition models, recognition accuracy is the main
indicator. The accuracy is the ratio of the correct samples in
the micro expression classification results to the total clas-
sification samples, and the correctness of the classification
results is tested by the experimental personnel. Samples with
incorrect classification will be added to the model training set
as training data to improve the accuracy of the model’s micro
expression recognition.

B. ALGORITHM HYPERPARAMETER SETTINGS
The loss function used in the prototype network constructed
by the study is different from the ordinary loss function, the
loss function used in the prototype network constructed by
the study is an adaptive hybrid loss function, which has the
hyperparameterm that will have an effect on the performance
of the network, so the study compares the effect of m on the
5-way 5-shot network under different data, and the results are
shown in Figure 7.

Figure 7(a) shows, the results of the effect of m on the
performance of themodel on the CASMEII dataset. The accu-
racy of the model on the CASMEII dataset takes the
maximum value of 79.168% when the model is set to 5-way
5-shot and m is taken as 1.4. The accuracy of the model on
the SAMM dataset takes the maximum value of 73.569%
when the model is set to 5-way 5-shot and m takes 1.4.
Figure 7(b) shows, the results of the effect of m on the model
performance on the SAMM dataset. The accuracy of the
model on CASMEII dataset is taken to the maximum value
of 58.486% when the model is set to 5-way 1-shot and m
is taken to 0.15. The accuracy of the model on the SAMM
dataset takes the maximum value of 41.683%when the model
is set to 5-way 1-shot and m is taken as 0.15. The results of
the variation of the loss degree versus the correctness of the
5-way 5-shot model on the CASMEII dataset are shown in
Figure 8.
Figure 8(a) shows the change in loss degree of the 5-way

5-shot model on the CASMEII dataset. The loss value of the
model decreases as the number of iterations increases, and
the training loss value reaches about 0.52 at one point in the
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TABLE 2. Comparison results of recognition accuracy and F1 scores.

FIGURE 9. Figure 9 Confusion matrix of micro-expression recognition
accuracy.

early stage of the model run. After 20 iterations, the loss value
of the algorithm decreases dramatically, and the training loss
value decreases from 0.5186 to 0.4317. After 100 iterations,
the training loss value of the model decreases to around 0.40,
while the model validation loss value is higher compared to
the training set. Figure 8(b) shows the accuracy change of the
5-way 5-shot model on CASMEII dataset. at the beginning
of the model run, the training and validation accuracy is only
about 72%, after 10 iterations, the model accuracy increases
dramatically, and after 100 iterations, the model’s training
and validation accuracies are around 80%. Based on the
above results, the study plotted the classification accuracy
confusion matrix during model MER with the CSAME II
dataset, as shown in Figure 9.
In Figure 9, the dark area of the matrix is the accuracy

of micro-expression recognition, and the light area is the
probability that the category of micro-expressions is recog-
nized as other categories. It can be seen that among the
above five types of expressions, disgust micro-expressions
have the highest recognition accuracy of 0.92, and surprise
micro-expressions have the lowest recognition accuracy of
only 0.69. Surprise micro-expressions are difficult to be

recognized as happy, disgusted, or repressed expressions, but
are extremely easy to be recognized as other expressions.

C. FEATURE EXTRACTION AND EXPRESSION
RECOGNITION ANALYSIS
Deep CORAL algorithm is currently a common MER
algorithm, the study compares the changes in the recogni-
tion accuracy of the two algorithms’ feature extraction under
different representative regions on CASME II dataset and
SAMM dataset, as shown in Figure 10.

Figure 10(a) shows the effect of the number of represen-
tative regions on the accuracy of the FAU-GCN algorithm.
The accuracy of the FAU-GCN algorithm is only 50.6%
on the SAMM dataset and 53.2% on CASME II when the
number of representative regions for feature recognition is
only 1. FAU-GCN has the highest accuracy when the number
of representative regions for feature extraction is 5, and at
this time the accuracy is 75.2% on the SAMM dataset and
79.3% on the CASME II dataset. Figure 10(b) shows the
effect of the number of representative regions on the accuracy
of the Deep CORAL algorithm. Similar to Figure 10(a),
the Deep CORAL algorithm has the highest accuracy when
the feature recognition representative regions are four. The
study also compares the F1 scores and accuracy of other
existing methods on CASME II and SAMM datasets, which
include, Dual-stream Shallow Networks (DSSN), 3D-Facial
Convolutional Neural Network (3D-FCNN), Graph Temporal
Convolutional Neural Networks (GTCN), Micro-expression
Recognition-Graph Convolutional Networks (MER- GCN),
and Spatiotemporal Recurrent Convolutional Neural Net-
works (SRCN). The comparison results of each model are
shown in Table 2.
In Table 2, the proposed FAU-GCN algorithm of the study

has an accuracy of 0.795 on the CASME II dataset, with an F1
score of 0.748, and the rest of the algorithms have the highest
accuracy of 0.785, and the highest F1 score of 0.724. On the
SAMM dataset, the accuracy of the FAU-GCN algorithm has
an accuracy of 0.738, with an F1 score of 0.718, and the
rest of the algorithms have the highest accuracy of 0.766 and
the highest F1 score of 0.711. On the SAMM dataset, the
FAU-GCN algorithm does not have the highest accuracy, but
it has the highest F1 score, and the F1 scores that have higher
accuracy than the FAU-GCN algorithm are lower. To verify
the practicality of the proposed model, a human-machine
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FIGURE 10. Effect of the number of representative regions on the accuracy rate.

TABLE 3. Practical application results analysis.

interaction scenario was constructed, with a duration of
10 minutes. The study conducted 10 repeated experiments,
recording the number of times the model detected the exper-
imenter’s micro expressions and the classification accuracy
of the experimenter’s micro expressions in each experiment.
In this experiment, the recognition effects of 3D-FCNN and
FAU-GCN on facial micro expressions of experimenters were
compared, and the results are shown in Table 3.

As shown in Table 3, the 3D-FCNN model has poor
performance in recognizing micro expressions of experimen-
tal personnel in practical application scenarios of human-
computer interaction. About 20% of micro expressions are
not recognized and detected. And the model also has poor
accuracy in classifying detected micro expressions, with a
maximum of only 87.4%. The FAU-GCN model can achieve
a maximum recognition accuracy of 100% for facial micro
expressions of experimenters, and the model also has a high
classification accuracy for micro expressions. The accuracy
of micro expression classification in all five experiments has
reached over 95%.

V. CONCLUSION
To realize the feature extraction and recognition of charac-
ters’ micro-expressions, the study proposes a GCN model

incorporating FAU feature extraction, which divides the char-
acters’ facial expression features into seven representative
regions and, with the OFM, characterizes the characters’
facial expressions as a way to strengthen the feature extrac-
tion capability of GCN. The findings denoted that the
proposed FAU-GCN algorithm has an accuracy of 0.795 and
an F1 score of 0.748 on the CASME II dataset, while the
remaining algorithms have the highest accuracy of 0.785 and
the highest F1 score of 0.724. The FAU-GCN has the high-
est accuracy when the number of representative regions of
the feature extraction is five, at which point the SAMM
dataset the accuracy was 75.2% and 79.3% on the CASME
II dataset. Surprise micro-expressions have the lowest recog-
nition accuracy of only 0.69. Surprise micro-expressions are
difficult to be recognized as happy, disgusted, or repressed
expressions, but are very easy to be recognized as other
expressions. The model is set to 5-way 5-shot and when 1.4 is
taken, the accuracy of the model is taken to a maximum
of 79.168% on CASMEII dataset and 73.569% on SAMM
dataset. The proposed algorithm of the study performs well
in MER and outperforms multiple existing machine learning
and deep learning algorithms. However, GCNs are computa-
tionally intensive, which affects the execution efficiency of
the algorithm when processing large-scale datasets, and the
model, in practice, fails to complete the continuous microex-
pression recognition task separated by intervals within 5s.
Future work will attempt to use a more efficient CNN model
to reduce the computational workload of the model and
improve the task processing efficiency of the model.
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