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ABSTRACT Knee osteoarthritis (OA) is a chronic disorder mainly arising from age-related factors affecting
the knee joints. Its diagnosis is critically important and is usually done by medical practitioners using
X-ray images. Although this process is accurate, it is time-consuming. X-ray images have facilitated the
use of deep learning (DL) models for the automation of the diagnosis of knee OA, commonly employing
convolutional neural network (CNN) based architectures. However, the lack of models’ interpretability
makes the results less trustworthy. This work builds on the existing state-of-the-art (SOTA) pre-trained
DL models to understand the model’s behavior in classifying highly complex knee OA cases utilizing
a divide-and-conquer approach - from multi-class to a binary class for better results interpretability
and explainability using explainable artificial intelligence (XAI). Five SOTA fine-tuned DL models are
tested on Kellgren-Lawrence (KL) graded X-ray images. Both multi-class and binary-class (using the
multiple subsets derived from the original dataset to examine how the models perform with different data
combinations) classification approaches and their interpretability of findings using Gradient-weighted Class
ActivationMapping (GradCAM) are undertaken in this study. The GradCAMvisualization of EfficientNetb7
demonstrates that when the degree of variance between different classes increases, the model’s efficiency
in classifying knee OA also increases. Specifically, it becomes more effective at distinguishing normal and
severe cases with 99.13% classification accuracy. However, the model’s efficacy drops to 67% for other
cases, indicating that it cannot classify knee OA as effectively as doctors.

INDEX TERMS Explainable artificial intelligence (XAI), deep learning, knee osteoarthritis, healthcare,
diagnosis, classification.

I. INTRODUCTION
Knee osteoarthritis (OA) is a chronic degenerative disorder
affecting the knee joint, resulting from conditions such as old
age, pre-existing knee injuries, and being overweight. The
typical evidence of this anomaly includes knee inflammation
and pain [1]. Knee OA can be diagnosed using several
approaches that involve physical examination by healthcare
experts and imaging technology such as X-rays or magnetic
resonance imaging (MRI). Imaging technology is superior to
conventional diagnostic approaches in terms of providing a
broader view of the disorder, as it enables visual confirmation
by healthcare specialists [2]. Thanks to advancements in
medical imaging technology and state-of-the-art techniques,
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it is now possible to classify and analyze medical images
using various deep learning (DL)–based algorithms [3]. One
of the most widely used DL methods is the convolutional
neural network (CNN) based model, which is most often
utilized in the domain of medical image classification [4].
Given the widespread utilization of CNN-based models in
medical image classification, it is also possible to employ
imaging-based diagnostics for knee OA [5]. To be more
precise, images from X-rays can be utilized to develop a
CNN-basedmodel that can effectively assist in distinguishing
between severe and normal cases of knee OA. This approach
not only yields precise outcomes but also minimizes the time
required for diagnosis [6].

The classification of X-rays for this objective is determined
by the Kellgren-Lawrence (KL) classification method, often
known as KL grading [7], [8]. According to the KL grading
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system, cases of knee OA can be classified into five grades,
i.e., class/grade 0 represents a normal knee joint without any
signs of OA, where the knee joint space is completely normal.
Class/grade 1 indicates uncertainty regarding the presence of
OA, class/grade 2 signifies a mild case of OA, class/grade
3 indicates a moderate case, and class/grade 4 corresponds to
a severe condition characterized by narrowed joint space. The
KL grading scheme is presented in Figure 1.

FIGURE 1. KL graded X-ray images from the dataset used for this study.
Left to right: grade 0, grade 1, grade 2, grade 3, and grade 4.

In literature, several studies have been conducted on
detecting, classifying, and analyzing knee OA using state-
of-the-art algorithms. These studies are discussed in the
section II, focusing on the knee OA classification using
X-rays. This study primarily examines the effectiveness
of advanced DL models in accurately classifying knee
OA, comparing their performance to that of ratings by
healthcare experts or doctors. This study aims to classify the
knee OA using CNN-based pre-trained models. In addition,
an explainable artificial intelligence (XAI) approach is
employed to analyze the results produced from these models.
To be more precise, the work is centered on:

• Use of multi-class approach for classification of knee
OA using the fine-tuned CNN-based pre-trained models
(VGG-16, VGG-19, ResNet-50, ResNet-101, and Effi-
cientNetb7) taking into account the KL graded dataset.

• Assessment of the best-performing model for multi-
class classification using the XAI approach Gradient-
weighted Class Activation Mapping (GradCAM) to
check if the model can accurately classify the X-ray
images like the healthcare professionals by focusing on
the region of interest (ROI).

• Use of inter-class/grade approach for binary classifica-
tion to check if the limitations of multi-class approach
can be explained better by the binary models.

• Assessment of the results obtained using binary classi-
fication to check whether the model considers the ROI
for the classification of knee OA. Based on the ROI, the
model can classify the X-ray images according to the KL
grading.

• Exploring whether the size of test samples can impact
the overall performance of the DL models while
classifying knee OA.

The rest of the paper is structured as section II highlighting
the previous work done for knee OA classification using
X-ray images and the techniques utilized for explaining the
model behavior, section III demonstrates the methodology
adopted to achieve the objectives of this study, section IV
presents the obtained results and section V is the conclusion.

II. RELATED WORK
DL algorithms have frequently been employed in the domain
of medical image classification [9]. When it comes to the
performance of these algorithms, the use of a balanced
medical dataset results in good performance [10], [11].
Owing to the progress in this domain, a variety of XAI-based
methodologies such as GradCAM [12], GradCAM++ [13],
and EigenCAM [14] have been developed to comprehend the
functioning of DL models during decision-making, enabling
more comprehensive analysis and optimization of the DL
model depending on the specific task [15], [16]. Various
CNN-based models have been employed to classify knee OA
using X-ray images [8], [17], [18]. Different XAI methodolo-
gies have been employed in existing research to comprehend
and interpret the behavior of CNN-based models for knee OA
classification tasks [19]. The following discussion focuses
on the relevant research conducted on the classification
of knee OA, specifically utilizing CNN-based models and
X-ray images. Furthermore, the XAI method to comprehend
the model’s behavior during the decision-making process has
also been provided for each study.

The authors in [20] proposed a method that utilizes a
Deep Siamese CNN-based model to automatically assess the
severity of knee OA by considering the KL grading system.
Furthermore, GradCAM was employed to extract the factors
that influenced the model’s decisions. The study in [21],
after detecting the knee joint using the you only look once
(YOLO) v2 model, has fine-tuned variants of pre-trained
CNN models such as VGG-19 and Inception v3. GradCAM
has been utilized to comprehend the behavior of the model.
Similarly, another study in [22] employed ResNet-34 with
the transfer learning technique to forecast the likelihood of
knee OA progression, specifically in terms of complete knee
replacement and OA diagnosis. The utilization of GradCAM
demonstrated the model’s decision-making process during
prediction.

Likewise, the study in [23] employed the ‘‘squeeze-
and-excitation’’ (SE-ResNet) model to classify knee OA
and utilized GradCAM to provide insight into the model’s
classification. The study investigated if incorporating extra
patient information might enhance the precision of the
knee OA classification model. The results demonstrated that
including supplementary data enhances the model’s accuracy
in image classification. The research in [24] used a fine-tuned
pre-trained DenseNet-169 model to perform a multiclass
classification of knee OA. Additionally, the study utilized a
saliencymap approach to highlight the regions themodel took
into account for the classification.

The study in [25] also employed a DensNet and
VGG-based framework to classify kneeOA. Two approaches,
GradCAM++ and layer-wise relevance propagation (LRP),
were utilized to obtain. Another work in the study in [26]
employed the YOLO model to identify the ROI, followed
by the ResNet-50 model to classify knee OA. In this study,
GradCAM was utilized to provide explanations for the
model’s results. A different study in [27] used ResNet-34 and
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DenseNet-121 models to classify knee OA. This work used
GradCAM to explain the model results.

Finally, the study in [28], employed four pre-trained mod-
els i.e. ResNet-34, VGG-19, DenseNet-121, and DenseNet-
161 using transfer learning and fine-tuned. These models
were combined in an ensemble to enhance themodel’s overall
performance. The EigenCAM technique was employed to
explain the results of model classification. Ultimately, the
studies in [29] and [30] had gone one step ahead, i.e., instead
of using a pre-trained CNN-based model, the researchers
employed pre-trained vision transformers (ViT) to classify
knee OA. Both studies utilized GradCAM to explain the
behavior of models.

The literature analysis concludes that the use of pre-trained
CNNmodels is widespread for the classification of knee OA.
GradCAM has been frequently used to generate heatmaps
that illustrate the specific regions the model focuses on
when making decisions, hence facilitating the explanation
of the model’s results. It is worth mentioning that the
use of an advanced CNN-based pre-trained model, such as
EfficientNetb7 [31], for knee OA classification has to be
further evaluated to understand its performance on the knee
OA classification task. This pre-trained CNN-based model is
a powerful neural network of the EfficientNet family model
with the highest accuracy on the ImageNet dataset. Also, prior
research on knee OA has primarily concentrated on multi-
class classification. So far, no study has examined the binary
classification approach, as far as we know, to evaluate the
effectiveness of CNN-based models in this context, i.e., for
which case (considering the normal grade and others) can the
model provide satisfying results?

Also, explaining the model’s performance dependency on
the features and how closely the model performs like a
medical doctor in classifying different stages of knee OA is
worth mentioning. This analysis will determine whether we
can trust and use complex DL models to predict the various
stages of knee OA accurately or not.

III. METHODOLOGY
As mentioned in section II, EfficientNetb7 is the powerful
network of the EfficientNet family; hence, this work focuses
on using this model to classify knee OA. To compare the
performance of EfficientNetb7 with other pre-trained CNN-
based models, the variants of VGG and ResNet have been
considered as these have been commonly used in literature.
Transfer learning and the same fine-tuning method have
been used for all models used in this study to ensure a
fair comparison of the models on the same dataset. For
fine-tuning the models, new layers have been added to all the
pre-trained models i.e., VGG,1 ResNet2 and EfficientNet.3

Upon evaluating and considering models’ performance for
multi-class classification, the binary classification approach

1https://keras.io/api/applications/vgg/
2https://keras.io/api/applications/resnet/
3https://keras.io/api/applications/efficientnet/

has been used for further assessment of models employed
in this study. The following subsections address this subject
along with the description of the dataset used. GradCAM,
a widely employed XAI technique in literature, has been uti-
lized following its official implementation in Keras4 to visu-
alize the decision-making of best-performing models in all
cases. This visualization has been done for both multi-class
and binary-class classification. The details of models used for
this work, along with GradCAM, are provided below:

• VGGmodels:VGG-16 andVGG-19 belong to theVGG
family. The difference between the two is in network
depth. VGG-16 has 16 layers, making it a simpler model
than its counterpart, VGG-19. VGG-19 has 19 layers,
which makes it more complex. This study used both
VGG-16 and VGG-19. The pre-trained models on the
ImageNet dataset were first fine-tuned. Later, fine-tuned
models have been used in the study.

• ResNet models: ResNet101 and ResNet50 are part of
the ResNet family. The difference between the two is
in network depth. ResNet50 contains 50 layers, making
it a more complicated model than VGG-16 and VGG-
19while remaining simpler than ResNet101. ResNet101
has 101 layers, making it more sophisticated than the
architectures listed above. The pre-trained ResNet50 and
ResNet101 models on the ImageNet dataset have been
fine-tuned first and then employed in this work.

• GradCAM: GradCAM is an XAI approach used
to visualize and analyze the region that the model
considers when making a decision. The GradCAM’s
core principle uses the information about gradients
that flows into the CNN’s final convolutional layer to
allocate significance scores to each neuron for a specific
decision of importance. GradCAM has been used in this
work to represent the regions targeted by the models
in the present study, taking into account its intended
application and task at hand. The goal is to achieve the
purpose of this study, which is to determine whether the
models canmake decisions similar to those of physicians
while focusing on the region of interest.

A. DATASET
The ‘‘Knee Osteoarthritis Severity Grading Dataset’’ [32] is a
collection of X-ray images for knee OA graded using the KL
grading system (0 to 4). The dataset has been developed by
the University of Florida. The dataset contains a total number
of 8260 images, out of which 70%, i.e., 5778 images, have
been dedicated to the training set, 10%, i.e., 826, have been
provided for the validation set, and 20%, i.e., 1656 images,
have been used for the testing set. The dataset contains five
classes.

B. MULTI-CLASS CLASSIFICATION
The dataset used for this work is graded based on the KL
grading system, so a multi-class classification approach has

4https://keras.io/examples/vision/grad_cam/
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FIGURE 2. General architecture of models.

been utilized first. For this, two variants of VGG (VGG-
16 and VGG-19), ResNet (ResNet-50 and ResNet-101), and
EfficientNetb7 have been trained. For all models, a similar
fine-tuning approach has been applied. The architecture of
the fine-tuned model is presented in Figure 2.

In the fine-tuning stage, an output obtained from the
pre-trained model is passed to a subsequent layer which
averages the features to reduce the amount of features. These
averaged features are then passed to the next layer, which is
the ‘‘Dense layer’’, which learns from the previous features.
A dropout layer has been added to regularize the output of the
‘‘Dense layer’’ before the prediction for output. Finally, the
last layer takes the reduced features, and by taking advantage
of the softmax function, it predicts the class for the current
input image. With similar architecture, all the pre-trained
models have been trained on the chosen dataset for multi-
class classification.

C. BINARY CLASS CLASSIFICATION
Subsets from the original multi-class dataset have been
created for binary class classification. The subsets are based
on the pairs of class 0 (normal) and alternative class as the pair
in the subset, that is, i). subset 1 contains class 0 (normal case)
and class 1 (doubtful case), ii). subset 2 contains class 0 and
class 2 (mild case), iii). subset 3 has class 0 and class 3
(moderate case), and iv). subset 4 contains class 0 and class 4
(severe case). As the samples present in the dataset for
class 4 are very limited, certain pre-processing intensity-
based image enhancement techniques like histogram equal-
ization and contrast enhancement have been utilized to
increase the training samples for class 4. Subset 1 consists
of 4378 training and 935 testing samples, subset 2 contains
4347 training and 1086 testing images, subset 3 comprises
4557 training and 862 testing samples, and subset 4 possesses
2076 training and 690 testing samples.

On these subsets, all models with an architecture similar to
that shown in Figure 2 have been trained for the classification
of binary classes as presented in Table 1. The models
trained for binary classification have the same architecture
as the ones trained for multi-class classification with the
only difference that, on the final dense layer instead of
5 classes, 2 classes have been defined considering the binary
classification.

TABLE 1. Models trained for binary classification on subsets.

D. EXPERIMENTAL SETUP
For the completion of this work, Python version 3.8.185 has
been used. All the models used for this work are based on
Keras. The training of models has been carried out on the
NVIDIA GeForce RTX 2080 GPU with the CUDA version
12.2.6 To avoid over-fitting, an early stopping technique7

has been used with patience value of 15, to monitor the
validation loss of the models during training. This means that
the model will stop training when the validation loss stops
decreasing continuously until the defined patience value is
reached. Table 2 presents the model training details.

TABLE 2. The parameters used for training all the models.

E. MODEL TRAINING
For the multi-class approach, five fine-tuned models have
been trained for knee OA. The parameters presented in
Table 2 have been used for training all the models. The
training accuracy obtained for these five models is shown
in Table 3.

TABLE 3. Training report of the models for multi-class classification.

Similarly, twenty models have been trained for binary class
classification using the subsets mentioned in section III-C.
The training report for the models is provided in Table 4.

5https://www.python.org/downloads/release/python-3818/
6https://developer.nvidia.com/cuda-12-2-0-download-archive
7https://keras.io/api/callbacks/early_stopping/
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IV. RESULTS
This section provides insights into the results obtained from
the experiment. All the trained models for both multi-class
and binary-class classification cases have been tested on test
data. Model evaluation includes test accuracy, test loss, F1-
score, recall, precision, and confusion matrix. Based on this
evaluation of models’ classification, for each case, GradCAM
has been applied on the final convolutional layer [12] of the
best-performing model to understand the model’s decision-
making behavior, i.e., can a DL-based model classify knee
OA as classified/graded by the doctors? Furthermore, it has
been demonstrated how the size of test samples can influence
the accuracy of the models’ test results.

A. MULTI-CLASS CLASSIFICATION
All five models trained for multi-class classification have
been tested. The test report, as shown in Table 5, indicates that
EfficientNetb7 achieves the highest accuracy compared to
other models for multi-class classification. Further evaluation
of these models shows that, except for the EfficientNetb7
model, none of the models could predict class 1, as shown
in the ‘‘unique predictions’’ column in Table 5.

Although EfficientNetb7 predicts class 1, they are false
predictions. Specifically, it predicts two samples from class 2
as class 1, as shown in Figure 3. Considering the behavior of
themodels, it is obvious that theDL-basedmodels used in this
work cannot classify knee OA as the healthcare professionals
have classified. One reason behind this is that for the model,
the data is highly correlated; hence, it cannot differentiate
between class 0 and class 1.

FIGURE 3. Confusion matrix of the best-performing multi-class
classification model, i.e., EfficientNetb7.

Furthermore, GradCAM, as shown in Figure 4, has been
applied to the predictions made by the best-performing
model to visualize, while classifying, what is a region in
the image where the model focuses on for classification.
The GradCAM visualization shows that the model has
focused on the knee-joint part for almost all the predictions
with few exceptions. On average, considering its accuracy
and confusion matrix, the model is unable to classify the
test samples correctly. Even though the model focuses on

the knee-joint part when making the decision, it cannot
differentiate between classes because classes have been
graded based on KL grading.

FIGURE 4. GradCAM† visualization of a few samples predicted by the
model: row 1 is for true predictions, and row 2 is for false predictions.
†Note: since none of the models make true predictions for class 1, hence,
it is missing.

To check if the model can improve its performance,
provided the subsets mentioned in the section for binary
classification, all the trained models for binary class classi-
fication have also been tested and evaluated, as provided in
the following section.

B. BINARY CLASS CLASSIFICATION
The trained models on the subsets have been tested on the test
dataset. This result analysis of binary class classification can
be divided as:

1) SUBSET 1: CLASS 0 AND 1
This was done to check how good the models were
while differentiating between class 0 (normal) and class 1
(doubtful), as this is a peak case where all the models failed
to make the predictions. The test report for all the models on
this subset is provided in Table 7.

Though all models achieve almost the same test accuracy
as shown in Table 7, EfficientNetb7 makes more correct
predictions for class 1 compared to other models, which
shows that it is more efficient than other models in this case,
as presented in confusion matrix shown in Figure 5. The
classification report presented in Table 8 shows that even
EfficientNetb7 makes some correct predictions for class 1,
but almost all the samples from class 1 are classified into
class 0.

Similarly, GradCAMhas been applied to the best-performing
model in this case, as shown in Figure 6. In the case of the
normal class (class 0), the model considers the features of the
whole knee joint gap, whereas, in the case of the doubtful
class (class 1), the model predicts by considering the features
of the region in the knee joint where the gap is more than
other sides.

2) SUBSET 2: CLASS 0 AND 2
Class 2, as per KL grading, is a mild case; hence, the
X-rays for this subset differ from each other more compared
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TABLE 4. Training report of the models for binary class classification.

TABLE 5. Test report of models for multi-class classification.

TABLE 6. Classification report of the best-performing models for
multiclass classification.

TABLE 7. Test report of models for subset 1.

TABLE 8. Classification report of the best-performing models for
subset 1.

to subset 1. This means that the models should be more
capable of differentiating between these classes, i.e., 0 and
2. The test report of all the models is given in Table 9,
whereas the classification report and the confusion matrix

FIGURE 5. Confusion matrix of the best-performing model for subset 1,
i.e., EfficientNetb7.

FIGURE 6. GradCAM visualization of a few samples predicted by the
model: row 1 is for true predictions, and row 2 is for wrong predictions.

of the best-performing model are provided in Table 10 and
Figure 7. The confusion matrix shows that though the results
obtained are a bit improved compared to the previous case, the
models still need variation between classes to classify knee
OA correctly.

GradCAM has been applied to the best-performing model
as illustrated in Figure 8 to understand the region in which the
model focuses whenmaking the classification decision. In the
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TABLE 9. Test report of models for subset 2.

TABLE 10. Classification report of the best-performing models for
subset 2.

FIGURE 7. Confusion matrix of the best-performing model for subset 2,
i.e., EfficientNetb7.

case of the normal class (class 0), the model considers the
features of the whole knee joint gap or a significant portion
of the gap, whereas, in the case of the mild class (class 2),
the model predicts by considering the features of the region
in the knee joint where the gap is more than other sides, for
example in case of Figure 8 (row 1, image three and four), the
left side of the joint has more gap as compared to right side.

3) SUBSET 3: CLASS 0 AND 3
For this subset, both classes differ significantly from the
previous subgroup’s classes. Class 3, as per KL grading,
is a moderate case, i.e., the space between the knee joints
is halfway closing. The test report of all the models for this
case is given in Table 11. The classification report and the
confusion matrix for the best-performing model are provided
in Table 12 and Figure 9, respectively. The confusion matrix
shows that the model has improved performance. This shows
that the model’s capability of differentiating between classes
has increased, i.e., it can classify more correctly than the
previous two subsets as the images differ from each other.

In the next step of model evaluation, GradCAM has
been applied to the best-performing model. GradCAM

FIGURE 8. GradCAM visualization of a few samples predicted by the
model: row 1 is for true predictions, and row 2 is for wrong predictions.

TABLE 11. Test report of models for subset 3.

TABLE 12. Classification report of the best-performing models for
subset 3.

FIGURE 9. Confusion matrix of the best-performing model for subset 3,
i.e., EfficientNetb7.

visualizations for some of the samples predicted by the model
are presented in Figure 10. In the case of the normal class
(class 0), the model considers the features of the whole knee
joint gap or a significant portion of the gap, whereas, in the
case of the moderate class (class 3), the model predicts by
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FIGURE 10. GradCAM visualization of a few samples predicted by the
model: row 1 is for true predictions, and row 2 is for wrong predictions.

considering the features of the region in the knee joint where
the gap is minimal as compared to the rest of the region in
joint, for example in case of Figure 10 (row 1, image three and
four), the left side of the joint has less gap as compared to right
side. This shows that the variation between classes allows the
model to focus on the region that should be considered while
classifying, i.e., the gap between knee joints.

4) SUBSET 4: CLASS 0 AND 4
This subset contains the normal (class 0) and the severe case
(class 4). Considering the nature of classes, all the models
should be highly efficient in separating these two classes.
For class 0, all the images have normal space between knee
joints, whereas for class 4, all the images have narrow spaces
between the joints. The test report of all models tested on
this subset is provided in Table 13. For the best-performing
model, the classification report and confusion matrix are
provided in Table 14 and Figure 11, respectively.

TABLE 13. Test report of models for subset 4.

TABLE 14. Classification report of the best-performing models for
subset 4.

Finally, GradCAMhas been applied to the best-performing
model to visualize the region where the model focuses while

FIGURE 11. Confusion matrix of the best-performing model for subset 4,
i.e., EfficientNetb7.

FIGURE 12. GradCAM visualization of a few samples predicted by the
model: row 1 is for true predictions, and row 2 is for wrong predictions.

making the decision, as shown in Figure 12. Here, when the
model considers the whole knee-joint region, then it makes
the correct prediction, but when it considers a smaller portion
of the joint or region other than the joint area, it makes false
decisions and causes model confusion. Since there is no gap
between joints, the true label is class 4, for which the model
predicts class 4 aswell, similar to class 0. Again, it can be seen
that the decision-making capability of the model is heavily
affected by the huge variation between classes, indicating that
the model can perform efficiently and effectively for normal
and severe cases only.

C. IMPACT OF TEST SAMPLES’ SIZE ON MODELS’
ACCURACY
Figure 11 illustrates that there is a significant disparity in
the number of test samples between class 4 and class 1.
Therefore, it has been investigated whether the quantity
of test samples can affect the performance of the models.
To tackle the problem of limited data, new additional samples
have been generated for class 4 by employing histogram
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TABLE 15. Test report of models after increased samples for class 4.

equalization and contrast enhancement techniques. With this,
the number of samples for class 4 grows from 51 to 357. The
models’ evaluation of this new data leads to a decrease in
test accuracies compared to the ones presented in Table 13,
as shown in Table 15.

V. CONCLUSION
Knee OA is a medical disorder for elderly people. Diagnosing
knee OA requires doctors to conduct a rigorous evaluation
of the affected individual’s knee joint X-rays. In this study,
we used fine-tuned CNN-based pre-trainedmodels to classify
knee OA using multi-class and binary-class classification
approaches. The objective was to determine if CNN-based
models can accurately classify knee OA based on the KL
grading system. Specifically, the focus was on determining if
models’ classifications align with those provided by doctors.
For this study, two variants of VGG, ResNet, and one
of EfficientNetb7 have been employed. From the results,
it was observed that the models could not accurately predict
any sample belonging to the doubtful class. GradCAM
was utilized to analyze the decision-making process. The
GradCAM results indicated that the model mostly focused on
the knee-joint region when making decisions. Nevertheless,
the model’s results were highly incorrect due to its confusion
in distinguishing between various classes.We also considered
a binary class classification approach to determine the
extent to which the models perform comparably to doctors
in classifying X-rays based on KL grading. The results
obtained from experiments demonstrated that EfficientNetb7
consistently outperforms competing models in all scenarios.
Also, the GradCAM analysis indicated that the model
considered the knee-joint region while making decisions for
binary-class cases. The model had good results specifically
for subsets, including normal and severe classes, compared to
the other subsets. While the attained accuracy is satisfactory
for this subset, the GradCAM findings indicated that the
model continues to deliver false predictions even when
considering the ROI. These incorrect results given by
the model indicate that the models are less proficient at
distinguishing between the classes compared to the doctor
in the context of multi-class classification as well as binary
class.
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