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Abstract—Collaborative representation (CR) models have been
widely used in hyperspectral image (HSI) classification tasks. How-
ever, most CR classification models lack stability and generalization
when targeting small samples as well as spatial homogeneity and
heterogeneity problems. Therefore, this article proposes a mean-
weighted CR classification model (MWCRC) based on the joint
spatial-spectral data. It imposes mean and weighted constraints on
the representation coefficients based on CR, which attenuates the
noise effect and increases the distinguishability between classes.
Second, a sample augmentation method based on the principle of
minimizing the representation residuals is proposed. Sample aug-
mentation is realized through initial classification and calculation
of representation residuals to achieve the objective of consolidating
model stability and improving classification accuracy. Meanwhile,
in order to alleviate the problem of spatial homogeneity and hetero-
geneity, the extended morphological profile (EMP) and the stacking
approach are utilized to construct the joint spatial-spectral data
for the classification of MWCRC. The superiority of the proposed
method is demonstrated by experimental validation using a small
number of training samples in three real datasets.

Index Terms—Collaborative representation (CR), hyperspectral
image (HSI) classification, sample augmentation, spatial-spectral
joint.

I. INTRODUCTION

HYPERSPECTRAL remote sensing has been widely used
in many industries [1], [2], [3], [4], [5], [6], [7], [8],

and the main challenges still faced by hyperspectral remote
sensing image classification [9], [10], [11], [12], [13] as one
of the main applications are the high dimensionality of the data
[14], the small number of labeled samples and the difficulty
of their collection [15], [16], [17], and the problem of spatial
homogeneity and heterogeneity of classification results [18],
[19], [20], [21], [22], [23].

In order to solve these problems, there are three main hyper-
spectral image (HSI) classification methods as follows.
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1) Statistical learning classification algorithms based on ker-
nel transform technology. This type of method utilizes a
kernel transform to map a linearly indivisible problem in
the original space, into a high-dimensional space where
classes can be separable. The most typical classification
method is support vector machine [24] with a specific ker-
nel function. However, it is still difficult for them to select
optimal kernel functions and parameter combinations.

2) Deep learning based classification algorithms [25]. They
realize accurate classification by building network models
in multiple layers and extracting features layer by layer.
They include stacked autoencoder, deep belief network,
convolutional neural network (CNN), etc. [26], [27], [28].
Although this class of algorithms can achieve better clas-
sification performance, they tend to have complex tuning
parameters, time-consuming training, and poor physical
interpretability.

3) Classification algorithms based on representation learn-
ing. The methods of this type are all based on a known
dictionary to represent testing pixels, which in turn de-
termines the predicted class labels based on the dis-
criminative criterion of representation residuals. Sparse
representation classification (SRC) [29] and collaborative
representation classification (CRC) [30] are the two most
classical approaches. They impose sparse constraints on
the representation coefficients through different lp norm,
so that the coefficients mainly contribute values from the
true class. These algorithms are computationally simple
and interpretable, but the strength of the constraint on
sparsity affects the flexibility of the algorithms.

The analysis shows that classification methods based on repre-
sentation models have been rapidly developed in the hyperspec-
tral field with its advantages. SRC [31], [32] is the most primitive
classification model for representation learning. Chen et al. [29]
proposed a joint sparse representation classification (JSRC) us-
ing simultaneous orthogonal matching tracking solving, which
mainly incorporates the spatial context information of the testing
pixels into the solving process. Zhang et al. [33] proposed a
nonlocally weighted joint sparse representation classification
method (NLW-JSRC) based on JSRC by considering the simi-
larity problem of neighboring pixels to testing pixels. However,
SRC, while exhibiting strong robustness, has high computational
complexity and is difficult to solve. Zhang et al. [34] discussed
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identified that the main contribution in the representation model
comes from the collaborative representation (CR) of the training
samples and thus proposed the l2 norm-constrained collaborative
representation classification (CRC). Various improved models
based on collaborative representation classification emerged. Li
et al. [35] proposed a nearest regularized subspace classification
method based on CRC, which utilizes Tikhonov regularization
to construct distance weighting matrices between testing pixels
and each class to enhance the similarity discrimination between
samples. Li et al. [36] considered incorporating the idea of joint
representation into collaborative representation classification,
thus suggesting an adaptive dictionary-based nonlocal joint
collaborative representation classifier. Li et al. [37] proposed
a Tikhonov regularized kernel collaborative representation clas-
sifier, which utilizes the kernel idea to project the original data
into a high-dimensional kernel space, thus improving the class
separability. Su et al. [38] proposed a band-weighted relaxation
collaborative classification method based on superpixel segmen-
tation on the basis of RCR, which fully considered the differ-
ences and similarities between features, and at the same time
incorporated spatial information using superpixel segmentation.
However, with the above multiple variants based on CR, the
models tend to lack flexibility, especially under small sample
conditions, where the classification results are susceptible to
noise, and when the types of features are more complex, the gen-
eralization performance of the models is poor; and the enhance-
ment of the generalization has to be at the expense of algorithm
complexity.

In order to improve the generalization capability, many meth-
ods impose constraints on representation coefficients in the field
of face recognition, e.g., competitive collaborative representa-
tion classification [39], probabilistic collaborative representa-
tion classification (ProCRC) [40], etc.; the main purpose of
all these methods is to make representation coefficients to be
clustered in the correct class. Recently Gou et al. [41] proposed
a CR model based on mean vector and weighted competition
for face recognition, which adds competition, mean vector, and
weighting three items as constraints of the objective function to
the CRC, and considers the similarity between testing samples
and the dictionary in many aspects, thus showing better clas-
sification results. Considering that too many constraints may
bring a large number of too many model hyperparameters, a new
classification model can be constructed for the classification of
HSIs by creating suitable constraint terms.

When the feature types in the classification scenario are very
complex, the classification results often have the problem of spa-
tial homogeneity and heterogeneity, for which many solutions
have been proposed to incorporate spatial information in the
classification [42], [43], [44]. Su et al. [45] proposed a collab-
orative representational classification model with multifeature
fusion dictionary learning, which simultaneously considers the
spectral, local, global, and morphological features of the data and
morphological features, which in turn yields the representation
coefficients to determine the predicted class. Gao et al. [46]
combined the method of multifeature dictionary learning with
relaxation collaborative representation (RCR) and suggested a
RCR method based on self-balancing dictionary learning. Su

et al. [47] proposed a kernel probabilistic CR integrated learn-
ing method based on a spatial augmentation dictionary, which
incorporates spatial information into the integrated learning
classifier by means of a morphological augmentation dictionary.
Hu et al. [48] utilized the method of combining local and global
texture information to achieve sample augmentation and pro-
posed extended subspace projection classification based on the
augmentation of samples with global spatial and local spectral
similarity. Although all of the above-mentioned methods con-
sider spatial information, when the extracted spatial features are
more complex, it may include information redundancy imposed;
when the extracted spatial features are relatively simple, it cannot
solve the problem of spatial homogeneity and heterogeneity very
well.

The above-mentioned analysis shows that the classification
algorithm based on representation learning is simple in method,
efficient in operation, and meaningful in interpretation. How-
ever, under small sample conditions, affected by the complex
spectral and spatial information, the model often lacks a certain
degree of generalization, and the enhancement of the general-
ization capability often increases model complexity. Therefore,
under small sample conditions, how to alleviate the problems of
spatial homogeneity and heterogeneity based on the represen-
tation model while making the model have ideal flexibility and
computational complexity is a key issue to be solved.

Therefore, this article first proposes the mean-weighted
constraint-based CRC (MWCRC) for HSI classification, so as to
alleviate the problem that the classification accuracy is affected
by noise under small sample conditions. Second, to further
improve the classification accuracy and alleviate the classifica-
tion problem caused by small samples, a sample augmentation
method based on the principle of minimizing the representa-
tion residual is suggested. Meanwhile, to solve the problem of
spatial homogeneity and heterogeneity, extended morphological
profile (EMP) and direct stacking are used to construct joint
spatial-spectral data for MWCRC classification. The technical
contributions can be summarized as follows.

1) The constructed MWCRC employs a mean vector term
with a representation weighting term to constrain the
coefficients. Among them, the representation weighting
term is different from the common distance weighting, the
weights are not easily affected by the sample noise, and it
works together with the mean vector term to improve the
flexibility of the model under small samples.

2) A sample augmentation method based on the principle
of minimizing the residual of representation is proposed.
Through the two steps of MWCRC’s initial classification
and subspace representation to find the residuals, the
augmented samples with the highest confidence level are
determined, which realizes the doubling of the training
samples.

The rest of the article is organized as follows. Section II
describes the basic principles of representation learning and
EMP. The detailed description of the proposed spatial-spectral
joint-based MWCRC (JMWCRC) principle as well as the sam-
ple augmentation method is given in Section III. Experiments
and results analysis are given in Section IV. Section V discusses
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the relevant parameters. Finally, conclusions are drawn in
Section VI.

II. RELATED WORK

A. SRC and CRC

In the representation learning-based classification model,
the spectral features of a testing pixel can be approxi-
mated by a dictionary composed of labeled pixels. Assum-
ing that the number of feature classes is C, D = [d1,d2,
. . . ,dN ] = [D1,D2, . . . ,DC ] ∈ RB×Ndenotes a dictionary
consisting of N training samples, where each dictionary atom
is a B-dimensional vector. Also, the whole dictionary can be
divided into subdictionaries of C classes, and each subdictionary
can be denoted as Di = [di

1,d
i
2, . . . ,d

i
Ni
], where Ni denotes

the number of dictionary atoms corresponding to the ith class
and

∑C
i = 1 Ni = N . Y = {yi}ni=1 is defined as the testing

set consisting of the testing samples y. The common objective
function for SRC and CRC models is as follows:

argmin
α

(
‖y −Dα‖22 + λ‖α‖lp

)
. (1)

When p = 0 or 1, the model is SRC [49], where λ is the
balance parameter. SRC mainly imposes the sparsest possible
constraints on the representation coefficients to determine the
optimal solution, but it is clear that (1) at p = 0 is an NP-hard
combinatorial search problem, and at p = 1, it needs to be
solved by a greedy tracking algorithm. In short, the SRC is more
complicated to solve.

When p = 2, the model becomes CRC [50]. Studies have
shown that the main contribution of the representation model
comes from synergy without overemphasizing the sparsity of the
coefficients, so the use of l2 norm instead of l0 or l1 norm makes
the model easier to solve while achieving better classification
results. The solution to the model is as follows:

α =
(
DTD + λI

)−1
DTy (2)

where I is an identity matrix. After obtaining the representa-
tion coefficients a, an approximate representation of the testing
sample is obtained

y ≈ Dα = D1α1 + · · ·+Diαi + · · ·+DCαC . (3)

Finally, the residuals are derived using the resulting approx-
imation with the real sample, and the predictive labels of y are
determined by a certain discriminant criterion. Based on the fact
that the probability of y belonging to each class is proportional
to the contribution of each class in the representation coefficient,
the discriminant criterion can be defined as

class (y) = arg min
i=1,2,...,C

(
‖y −Diαi‖22

‖αi‖22

)
. (4)

B. Extended Morphology Profile

Extended morphological profile (EMP) [51] is a method for
extracting multiscale spatial information from each single-band
grayscale image one by one using grayscale morphological
operations. First, expansion and erosion are two basic mor-
phological operations on which other morphological composite

Fig. 1. SEs in 3 × 3 size. (a) Square. (b) Discoidal.

operations are based. By defining the structural element (SE) of
the morphological operation, the morphological opening is the
process of first performing the corrosion operation on the image
through the SE and then performing the expansion operation;
conversely, the morphological closing is the process of first
performing the expansion operation on the image through the
SE and then performing the corrosion operation. The opening
suppresses bright details smaller than the SE, while the closing
suppresses dark details, so they are often combined for image
smoothing and denoising.

Morphological profile (MP) is the process of obtaining mul-
tiple spatial feature images at different scales by performing
multiple opening and closing operations simultaneously on a
single grayscale image. At this point, the difference between
different scales of opening and closing is the size of the sliding
subwindow, i.e., the size of the SE. Common types of SEs are
square SEs and disk SEs, as shown in Fig. 1 for two types
of SEs of 3 × 3 size. The connectivity components that are
smaller than the size of the SE and brighter than the neighboring
regions can be removed by the opening operation; conversely,
the dark connectivity components can be removed by the closing
operation. The specific implementation of MP is as follows:

Πγ (z) =
{
Πγλ : Πγλ = γ∗

λ (z) , ∀λ ∈ [0, x]
}

(5)

Πϕ (z) =
{
Πϕλ : Πϕλ = ϕ∗

λ (z) , ∀λ ∈ [0, x]
}

(6)

whereΠγ andΠϕ denote the opening profile and closing profile,
respectively, z is a pixel of the single-band image I, λ denotes
the defined SE size, and x denotes the size of the largest SE.
γ∗

λ(z)/ϕ
∗
λ(z) denotes the execution of the opening/closing oper-

ation on the pixel z by utilizing the defined SE. MP is the series
connection of Πγ and Πϕ. The corresponding equation can be
expressed as

MPx (I) = {ϕ∗
1 (I) , . . . , ϕ

∗
x (I) , I, γ

∗
1 (I) , . . . , γ

∗
x (I)} .

(7)

According to (7), it can be seen that if there are m SEs
between [0, x], the MP operation is to utilize the m SEs to
perform opening/closing profiles on the single-band image to
obtain (2m+1) spatial images of the bands, and then connect
them in series.

The EMP operation, on the other hand, is to first perform an
MP operation on multiple single-band images of the same scene,
and then concatenate the obtained results. The specific operation
formula is as follows:

EMP = {MPx(I1),MPx(I2), . . . ,MPx(In)} . (8)
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Each MP can extract 2m+1 spatial feature images, so n(2m+1)
stacks of data containing multiple spatial features can be finally
obtained by EMP operation.

III. PROPOSED METHODS

A. MWCRC Model

Due to the influence of imaging conditions, hyperspectral
remote sensing images are highly susceptible to noise, especially
when the number of training samples is small. The traditional
classification models based on representation learning have poor
stability. Considering that fine classification under small sam-
ples cannot be achieved by only relying on the two conditions
of CR among training samples and sparsity of representation
coefficients, this article adopts the mean vector term and the
representation weighting term to constrain the representation
coefficients on the basis of CRC, thus constructing the MWCRC
model. The main idea of the model is to enhance stability to
the model while forcing the main contributing values of the
representation coefficients to be more concentrated in the true
class in the case of small samples. The objective function of the
model is as follows:

α = argmin
α

(
‖y −Dα‖22 + λ

C∑
i=1

‖vi −Diαi‖22

+γ

C∑
i=1

ωi ‖αi‖22
)

(9)

where the representation coefficient α can be denoted as α =
[a1,a2, . . . ,aN ]T = [α1;α2; . . . ;αC ] ∈ RN×1, λ and γ are
both balance parameters,

∑C
i = 1 ‖vi −Diαi‖22 is called the

mean vector term, and
∑C

i = 1 ωi‖αi‖22 is called the representa-
tion weighting term.

In the mean vector term, vi denotes the vector mean of all
samples from the ith class, estimated as

vi =
1

Ni

Ni∑
j=1

di
j . (10)

First, the use of the mean vector in this item reduces the noise
influence in the case of a small number of training samples;
second, the use of the difference between the mean vector of each
class and the corresponding reconstructed value of the subdic-
tionary to sum up, and make the sum approach the minimum as
the final constraint, which excludes the possibility of the main
values of the representation coefficients being clustered in an
erroneous class that is dissimilar to the real class, and thus forces
the main values of the representation coefficients to be clustered
towards the real class.

The representation weighting term uses the residuals from
the best reconstruction of the testing sample in each subspace as
the weights in the coefficients. The constrained weights for the
coefficients in class i are as

ωi = ‖y −Diα̂i‖22 , i = 1, 2, . . . , C (11)

where α̂i is obtained when y is optimally reconstructed via a
subdictionary from class i, i.e., the

α̂i = min
αi

(
‖y −Diα̂i‖22

)
. (12)

Representation weighting is distinguished from the common
distance-based weighting, both of which exploit the degree
of similarity between training and testing samples, but the
distance-based weighting is susceptible to noise in small-sample
conditions, such as the CRT model utilizing Tikhonov regular-
ization [52]. As can be seen from (11) and (12), the smaller
the representation residuals (weights), the higher the degree
of similarity between the samples, and the larger the value
obtained by the representation coefficients of the corresponding
class, thus increasing the strength of the constraints on the
representation coefficients clustered in a particular class, making
the classification model more discriminative.

MWCRC, like CRC, has a corresponding closed-form solu-
tion. For ease of solving, (9) is reorganized as follows:

α = argmin
α

(
‖y −Dα‖22 + λ

C∑
i=1

∥∥∥vi − D̂iα
∥∥∥2
2

+γ

C∑
i=1

‖Wα‖22
)

(13)

where D̂i and W are defined as

D̂i = [0,0, . . . ,Di, . . . ,0,0] ∈ RB×N (14)

W =

⎡⎢⎣W 1 · · · 0
...

. . .
...

0 · · · WC

⎤⎥⎦ W i=

⎡⎢⎣
√
ωi · · · 0
...

. . .
...

0 · · · √
ωi

⎤⎥⎦. (15)

The closed-form solution to the model is obtained by taking
a partial derivative of α as

α =
(
DTD + λM + γW TW

)−1 (
DTy + λV

)
(16)

where M and V are defined as

M =
C∑
i=1

D̂i

T
D̂i (17)

V =

C∑
i=1

D̂i

T
vi. (18)

In order to fully utilize the discriminative information, the
classification guidelines used in this article are as follows:

class (y) = arg min
i=1,2,··· ,C

(
‖y −Diαi‖22

‖αi‖22

)
. (19)

Algorithm 1 gives the detailed MWCRC pseudocode.

B. Spatial-Spectral Joint-Based MWCRC

Due to the imaging conditions, the spectra of the same kind
of features often show certain differences [53]; meanwhile, the
spectra between different classes of features can have strong
similarities in complex scenes. These effects cause the intraclass
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Fig. 2. Results of EMP operation based on square SEs. The SE sizes are 3, 5,
and 7.

Algorithm 1: MWCRC.
Input: HSI data: Y

Training samples set: D
Balance parameters: λ, γ

For each testing sample y in Y
1. Calculate the weighting matrix W of the coefficients

by (11), (12), and (15)
2. Calculate the block diagonal matrix M by (14) and (17)
3. Calculate the column vector V by (10), (14), and (18)
4. Calculate the coefficient of representation α by (16)
5. Classify the testing sample y by (19) and predict its

label class(y)
End
Output: Classification result of HSI: class(Y)

distance of feature spectra to increase and the interclass distance
to decrease, making it difficult to improve the classification
accuracy. Meanwhile, CR-based classification methods are all
forced constraints [54], i.e., all bands of the training samples
share the same coefficients, so the classification accuracy is
affected. In this article, in order to fully utilize the advantages
of the MWCRC model, the data preprocessing method is used
to extract the spatial information in the original data, and the
JMWCRC is constructed to solve the above-mentioned prob-
lems.

Considering that EMP can extract the spatial features of many
images from multiple scales, the original hyperspectral data are
first subjected to principal component analysis (PCA), and the
first K principal components (PCs) associated with the K largest
eigenvalues of the data covariance matrix are selected according
to the principle of PCA, so that multiple single-band images
of the same scene are obtained. They are subjected to EMP
operation to obtain spatial cube data with multiscale spatial
information.

According to the operation principle of EMP, using such
features can increase the interclass distance and reduce the intr-
aclass distance. Specifically, in hyperspectral imagery, there are
many anomalous pixels interspersed in the connectivity region
of a certain class of features, and this manifests itself in a certain
single-band image as light/dark details (noise) within the region,
which can be smoothed well after MP operation. Fig. 2 shows

Fig. 3. Spatial-spectral features of similar features in the Salinas.

the effect of MP operation on the first two PC, with the original
PC image in the center and the results of closing/opening at
different scales on the left and right, respectively. It can be seen
that, after the opening/closing operation, the light/dark details
of the discrete or small connected areas within the connected
areas of the same class of features are well eliminated.

According to Fig. 2, the resultant maps obtained from the
opening/closing operations performed with different sizes of
SEs are also significantly different from each other, mainly
due to the interaction between the size of the features in the
image and the size of the SEs. Therefore, a single size of SEs
for information extraction is very likely to lead to the problem
of insufficient information extraction or excessive smoothing.
Meanwhile, when classifying HSI images, it is often unclear
about the regional size of the feature, so EMP can effectively
solve the above problems by stacking the results of the operation
after opening/closing the SEs of different scales. When the
feature size is small, the single-channel image obtained by the
small-scale SE can constrain the large-scale image, thus pre-
venting the missing boundary of the classification result caused
by the transitional smoothing, whereas when the feature size is
large, the large-scale SE can directly carry out the extraction of
spatial features. Thus, the method can have the effect of reducing
the parameter adjustment.

In order to fully utilize the spectral information, this article
adopts the direct stacking method to combine the original spec-
tral data with the spatial data extracted by EMP to construct the
spatial-spectral joint cube data for JMWCRC classification. The
construction formula of the spatial-spectral joint data is

EMP = {MPx (PC1) ,MPx (PC2) , . . . ,MPx (PCK)}
(20)

HSE = {HSI; EMP} . (21)

The method maintains the advantages of the original hy-
perspectral data while increasing the interclass distance of the
features and decreasing the intraclass distance of the features
through spatial data. As shown in Fig. 3 , the spectral-spatial
features of two similar classes of features in the Salinas HSI are
visualized, and it can be seen that the difference in the original
spectral information of the two classes of features is very small,
but the difference in spatial information is obvious in the interval
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Fig. 4. Sample amplification process based on residual minimization.

Algorithm 2: JMWCRC.
Input: HSI data: Y

Balance parameters: λ, γ
Data preprocessing:

1. Extraction of K PCs of Y by PCA
2. Extraction of multiscale spatial information for K PCs

by (7)
3. Construct spatial cube data EMP by (20)
4. Construct spatial-spectral joint cube data HSE by (21)

Initiation Classification:
input: Training samples set D from HSE
for each testing sample y in HSE

Perform the MWCRC operation on the sample y by
Algorithm 1

end
Output: Classification result: class(Y)

around 204–330 from stacked spatial features. Algorithm 2 gives
the detailed JMWCRC pseudocode.

C. Sample Augmentation-Based JMWCRC

Considering that the improvement of classification accu-
racy is affected by the small number of training samples, in
order to further improve the classification accuracy and to
consolidate the stability of the model, this article proposes a
sample augmentation method using the principle of minimizing
the representational residuals (JMWCRC-SA) on the basis of
JMWCRC. Fig. 4 shows the exact process. The method takes
into account that if the augmented samples are misclassified,
the accuracy improvement will be hindered, so the highest
confidence samples need to be selected as augmented samples.
The method first preliminarily classifies the 3 × 3 domain pixels
of the initial training samples in the HSE based on the principle
of feature continuity, thus excluding the interfering pixels. Then
the initial classification results are represented in subspace, and
the sample with the smallest representation residual is used as
the augmentation sample. The specific realization process is as
follows.

First, the first step in Fig. 4 is to select the initial training set
D in the HSE and then find the 3 × 3 neighborhood pixels where

Algorithm 3: JMWCRC-SA.
Input: HSI data: Y

Balance parameters: λ, γ
Data preprocessing:

HSE data and training sample set D are obtained by
Algorithm 2

Sample Augmentation:
for each training sample d in D
1. Find the 3 × 3 neighborhood pixels of d in HSE
2. Neighborhood pixels are classified by MWCRC

and pixels of the same class as d are selected.
3. Calculate the representation residual r of the

selected pixel by (22) and (23)
4. Determine the augmented sample yj by

r-minimizing and Di = [Di,yj ]
end
output: Augmented training sample set D′

Initiation Classification:
for each testing sample y in HSE

Perform the MWCRC operation on the sample y by
Algorithm 1

end
Output: Classification result of HSI: class(Y)

the training samples are located. The purpose of choosing the
3 × 3 neighborhood here is that, considering the continuity of
features, in the worst case, there is only one pixel of the same
class in the connected domain of the training sample, so choosing
the 3 × 3 neighborhood can get the augmented sample with the
highest confidence.

Second, the pixels in the neighborhood are initially classified
using MWCRC, and pixels of the same class as the center pixel
are selected from the classification results. The main consider-
ation of this process is to exclude the interfering pixels of other
classes as much as possible.

Finally, the selected pixels are represented subspace-
optimally one by one and the representation residuals are ob-
tained r. The formula is given by

rj =
∥∥yj −Diα̂j

∥∥2
2

(22)

α̂j= argmin
α

(∥∥yj−Diα
∥∥2
2

)
i.e. α̂j=

(
DT

i Di

)−1

DT
i yj (23)

where yj denotes the jth pixel selected in the second step and
Di denotes the subdictionary where the center pixel is located.
The pixel with the smallest residual is considered to be most
similar to the center pixel and is considered to have the highest
confidence level. Therefore the pixel with the smallest residual
r is selected as the augmented sample.

The above-mentioned process is performed on the training
samples in D one by one, thus doubling the number of training
samples i.e.,D′ ∈ RB×2N . After obtaining the augmented dic-
tionary, JMWCRC is then utilized to complete the classification.
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Fig. 5. Data flow of the proposed methods.

Algorithm 3 gives the detailed JMWCRC-SA pseudocode. Fig. 5
gives the detailed flow of the proposed method in this article.

IV. EXPERIMENTS AND RESULTS

In this section, three experimental datasets are introduced,
namely the Salinas dataset, which has more complex feature
classes, and two wetland datasets, i.e., Yangtze River Delta
and Dafeng Natural Reserve, which have more complex feature
scenarios. A series of experiments are conducted to evaluate
the performance of the proposed method. Salinas is a public
dataset.1 Yangtze River Delta and Dafeng Natural Reserve
from [11].

A. Dataset

1) Salinas: The first set of data was acquired from the Air-
borne Visible Infrared Imaging Spectrometer over the Salinas
Valley, California, United States of America, and the image
consists of 512 × 217 pixels covering 204 spectral bands except
for the water vapor absorption band. The region contains 16
feature classes, and the classes are complex, with a variety of
very similar classes. The sample information of the data is shown
in Table I. The false-color composite image and the distribution
of ground labels are shown in Fig. 6.

2) Yangtze River Delta: The second set of data was taken
by the AHSI on-board hyperspectral sensor. The sensor was
mounted on the GF-5 satellite for ground-based observation.
The area selected for data acquisition is located in the Yangtze
River Delta in the Nantong region of eastern Jiangsu Province,
China. The image size is 1160 × 1290, covering 268 spectral

1.[Online]. Available at: https://www.ehu.eus/ccwintco/index.php/
Hyperspectral_Remote_Sensing_Scenes.

TABLE I
SIXTEEN GROUND-TRUTH CLASSES OF THE SALINAS DATASET

Fig. 6. Salinas dataset. (a) False color image. (b) Ground truth. (c) Legend.

https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
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TABLE II
NINE GROUND-TRUTH CLASSES OF THE YANGTZE RIVER DELTA DATASET

Fig. 7. Yangtze River Delta dataset. (a) False color image. (b) Ground truth.
(c) Zoom of part of (b) to highlight the distribution. (d) Legend.

bands except 62 noisy bands. The region contains nine classes
of features. The sample information of the data is shown in
Table II, and the false-color composite image and the distribution
of ground labels are shown in Fig. 7.

3) Dafeng Natural Reserve: The imaging equipment for the
third set of data is the same as that for the second set. The
area where the data were taken is located in the Dafeng Na-
ture Reserve in the coastal wetland of Yancheng City, Jiangsu
Province, China. The image size is 986 × 632, covering 256
spectral bands except 74 noise bands. The area contains nine
classes of features, and the scenes in the data are more complex.
The sample information of the data is shown in Table III, and
the false-color composite image and the distribution of ground
labels are shown in Fig. 8.

B. Experimental Setup

In order to fully verify the performance advantages of the
proposed method, the following representative classification
methods are selected for comparison. Among them, extreme
learning machine (ELM) [55], three-dimensional (3-D)-CNN
[25] are the more classical classification methods; CRC is
the classical representation model classifier; JCRC [56] is the

TABLE III
NINE GROUND-TRUTH CLASSES OF THE DAFENG NATURAL RESERVE DATASET

Fig. 8. Dafeng Natural Reserve dataset. (a) False color image. (b) Ground
truth. (c) Zoom of part of (b) to highlight the distribution. (d) Legend.

TABLE IV
OPTIMAL PARAMETER SETTING

CR model by combining spatial information; TCRC [57] and
KProCRC [58] are the more popular CR models at present;
KProCRC-LNSAE [47] is the latest classification method
that combines spatial information to augment the dictionary.
MWCRC, JMWCRC, and JMWCRC-SA are the three classi-
fication methods proposed in this article. In order to simulate
the classification performance under small samples, the training
sets in the experiments of this article are all set to ten training
samples per class. The optimal parameters of the three methods
proposed in this article are shown in Table IV, where x denotes
the maximum SE size and square SEs are chosen for all SEs. K
denotes the number of PCs selected after PCA processing, and
Bs denotes the dimension of the spatial data. The classification
results of the other methods are obtained under the optimal
parameters.



10166 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

TABLE V
CLASSIFICATION ACCURACY FOR THE SALINAS DATASET

TABLE VI
CLASSIFICATION ACCURACY FOR THE YANGTZE RIVER DELTA DATASET

For quantitative assessment, overall accuracy (OA), average
accuracy (AA), Kappa coefficient (Kappa), and class accuracy
are adopted. In order to consider the computational efficiency,
the running time to complete the classification of the testing
set is used as a criterion. To avoid bias, all experimental results
shown are the average of the results of ten runs of experiments.
All experiments were conducted in a MATLAB environment on
a 3.2-GHz CPU.

C. Classification Performance

The quantitative values of the classification results for the
three datasets are given in Tables V–VII. The corresponding
visualized classification result graphs are demonstrated in
Figs. 9–11.

For Salinas data, JMWCRC-SA has the highest classifica-
tion accuracy, and the OA value can reach 95.07%. Compared
with MWCRC, it is improved by 8.35%, which shows that the
incorporation of spatial information effectively improves the
classification accuracy. Compared to other methods, MWCRC
still has the highest classification accuracy, especially the OA is

improved by 2.35% compared to the new KProCRC-LNSAE.
According to Table V, it can be seen that the improvement in
the accuracy of the proposed method mainly comes from class
8 and class 15 (vineyards in different states). Combined with
Fig. 9, it can be seen that all the comparison methods have
more severe misclassification between these two features, such
as 3-D-CNN. While JCRC mitigates the problem by combin-
ing spatial information, it causes missing boundaries between
other features. KProCRC-LNSAE can well mitigate the above-
mentioned problem by augmenting the dictionary with spatial
information, but the classification effect is weaker than that of
the method presented in this article. From Fig. 9(j), it can be seen
that JMWCRC extracts spatial information from multiple scales,
which can distinguish similar features well without causing the
problem of missing boundaries among other features.

For Yangtze River Delta data, JMWCRC-SA has the highest
classification accuracy, and the OA value can reach 93.92%,
which is improved by 3.47% compared with MWCRC. As
KProCRC-LNSA combines spatial information, it has a better
classification effect for the topographically complex data, but
MWCRC is only considered from the spectral point of view, and
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Fig. 9. Classification maps of Salinas. (a) ELM. (b) 3-D-CNN. (c) CRC. (d) JCRC. (e) TCRC. (f) KProCRC. (g) KProCRC-LNSAE. (h) MWCRC. (i) JMWCRC.
(j) JMWCRC-SA.

Fig. 10. Classification maps of Yangtze River Delta. (a) ELM. (b) 3-D-CNN. (c) CRC. (d) JCRC. (e) TCRC. (f) KProCRC. (g) KProCRC-LNSAE. (h) MWCRC.
(i) JMWCRC. (j) JMWCRC-SA.
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TABLE VII
CLASSIFICATION ACCURACY FOR THE DAFENG NATURAL RESERVE DATASET

Fig. 11. Classification maps of Dafeng Natural Reserve. (a) ELM. (b) 3-D-CNN. (c) CRC. (d) JCRC. (e) TCRC. (f) KProCRC. (g) KProCRC-LNSAE.
(h) MWCRC. (i) JMWCRC. (j) JMWCRC-SA.

the classification accuracy is only second to KProCRC-LNSA,
which also shows that the model has a better differentiation for
spectra. Combined with Fig. 10, it can be seen that trees and
impervious surfaces are highly susceptible to misclassification
with bare land when classified using the classifiers ELM, 3-D-
CNN, CRC, JCRC, and TCRC. This is due to the complexity
of the features resulting in the extreme similarity between the
spectra. According to the classification graph of JMWCRC, it

can be seen that trees, impervious surface and bare land can be
well distinguished from each other.

For Dafeng Natural Reserve data, the overall classification
accuracy of MWCRC was 92.44%. The highest classification
accuracy was obtained by JMWCRC-SA with an OA value of
96.30%. Compared with MWCRC, the classification accuracy is
improved by 3.86%. MWCRC classification accuracy is slightly
lower than KProCRC and KProCRC-LNSAE, but compared
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Fig. 12. Classification OA versus λ and γ. (a) Salinas. (b) Yangtze River Delta. (c) Dafeng Natural Reserve.

with other classifiers such as ELM, 3-D-CNN, and TCRC, there
is a significant improvement in accuracy. This may be due to the
high spectral similarity between features, and it is more difficult
to rely only on spectral features for class separation. Combined
with Fig. 11(a)–(e), misclassification between buildings and
road and between aquaculture and lake are the main difficulties.
As can be seen in Fig. 11(j), the incorporation of multiscale
spatial information well increases the distinguishability between
similar features.

In this article, the running time required to classify the test-
ing samples has been calculated. Comprehensive Tables V–VII
show that the running time may be increased compared to
more traditional classifiers. However, compared to the more
popular classifiers, such as KProCRC, it has more desirable
classification results at almost the same running time. This
also corresponds to the advantage of the CR model, where
each pixel can be solved directly by a closed-form solution.
KProCRC-LNSAE, on the other hand, mainly adopts the idea
of ensemble learning, and thus its execution is more time-
consuming.

V. DISCUSSION

A. Analysis of Balance Parameters λ and γ

λ and γ are two hyperparameters in the MWCRC model,
which are used to balance the residual and coefficient terms.
The classification accuracy is optimized by manually tuning
their values. λ is used to regulate the mean vector term and
γ is used to regulate the weighted sparse term. These two
terms are based on the case where the residuals are minimized,
forcing the coefficients to have their main contribution come
from the true class while increasing the stability of the model.
In this article, the OA value of JMWCRC-SA is utilized as
the performance discriminant criterion. Based on the optimal
empirical parameters of the model known from Table IV, the
experimental results of three groups of experimental data are
generated using the grid search method, as shown in Fig. 12.
Each set of data is subjected to 7 × 7 experiments.

First, after the OA value reaches the highest, it shows smooth
fluctuation with the change of parameters in a certain region.
This means that the model has better stability and generalization.
Second, the model is slightly more sensitive to the parameters
in the Yangtze River Delta dataset compared to the other two

datasets. This may be related to the higher complexity of the
terrain in the data, when the optimal parameters are kept at
λ less than 1e-3 and γ greater than 1e-2. Finally, in all three
data sets, the classification accuracy first increases and then
smoothes as λ decreases, which may be due to the fact that the
mean vector term can be very sensitive to the parameters when
the strength of the sparse constraint is small. The classification
accuracy first increases and then smooths as γ increases. This
may be due to the fact that when the sparse constraints on the
coefficients are fixed, increasing with γ will rely on the mean
vector to attenuate the noise effect and further increase the sparse
strength. Based on the range of parameter adjustment of λ and
γ, it can be seen that the contribution of weighted sparse con-
straints in the model is slightly higher than that of mean vector
constraints.

B. SE Size Range

Fig. 13 shows the results of the variation of the overall
classification accuracy of JMWCRC-SA with the range of SE
sizes, where x denotes the maximum SE size when the EMP
operation is performed. Thus, the horizontal coordinates in the
figure indicate the size range of the SEs. For Salinas data, the
accuracy tends to grow steadily as the size range of the SEs
increases. When the size is larger than 23 (pixels), the accuracy
growth becomes slow. This is because the data contains a variety
of large-sized features, and as the SE size increases, it keeps
approaching the size of the features, which leads to increasing
accuracy. For the other two data sets, the significant increase
in accuracy is reflected in the SE size range in the interval of
3–7. As the size range continues to increase, the accuracy stays
within a certain level without significant fluctuations. This is
due to the small size of the features in these two data sets, with
matching SEs around 7 pixels. When the size of the SE continues
to increase, there is no significant decrease in accuracy. This
is due to the fact that the proposed method adopts multiscale
extraction of spatial information, and the multichannel mutual
constraints prevent the problem of missing boundaries caused
by too large SEs.

C. Performance on Small Size Samples Situation

In order to verify the classification performance of the pro-
posed method with small samples, a comparison test with



10170 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Fig. 13. Classification OA versus x. (a) Salinas. (b) Yangtze River Delta. (c) Dafeng Natural Reserve.

Fig. 14. Classification OA versus number of samples per class. (a) Salinas. (b) Yangtze River Delta. (c) Dafeng Natural Reserve.

Fig. 15. Classification Accuracy versus model per class. (a) Salinas. (b) Yangtze River Delta. (c) Dafeng Natural Reserve.

the number of samples is designed. The OA value is used
as the performance discrimination criterion, and the num-
ber of samples in each class is set as {5,10,15,20,25}.
The experimental results are shown in Fig. 14. Combining
the results of the three sets of experiments, with the change in the
number of samples, the classification accuracies of JMWCRC
and JMWCRC-SA are higher than the other classifiers, which
also proves that the models have better stability and generaliza-
tion. Compared to CRC, TCRC, and JCRC, JCRC produces the
highest classification accuracy in Salinas data and Yangtze River
Delta data, but there is no performance significant difference
in Dafeng Natural Reserve data. Different spectral complexity
and spatial complexity in these data may result in unstable
classification results. Comparing the classification accuracies of
JMWCRC and JMWCRC-SA shows that sample augmentation
consolidates the stability of the model and further improves the
classification accuracy.

D. Ablation Study

The proposed JMWCRC-SA framework consists of three
main components: classification model, spatial information ex-
traction, and sample augmentation. To evaluate the contribu-
tion of each part, this section removes each component of the
JMWCRC-SA framework one by one for ablation experiments.
A total of four models were generated by ablation.

1) MWCRC: contains only the classification model.
2) MWCRC-SA: spatial information is removed.
3) JMWCRC: sample augmentation is removed.
4) JMWCRC-SA.
The experimental results for the ablation models are given

in Fig. 15, each using the average of the 10 sets of OA and
Kappa as the performance discriminant criterion. As can be seen
from the figure, the classification performance of JMWCRC-
SA is significantly better than other variants. The joint use
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of spatial and spectral data has the highest contribution in all
three data sets, and the improvement in accuracy is particu-
larly evident in the Salinas data, which has a large feature
size. By comparing (1) with (2) and (3) with (4), it can be
found that the sample augmentation method improves both OA
and Kappa, indicating that the stability of the model has been
consolidated.

VI. CONCLUSION

This article proposed MWCRC and JMWCRC-SA methods
for HSI classification. MWCRC constrains the CRC by mean
vector and representation weighting to increase the generaliza-
tion of the model. To alleviate the small sample problem, the
EMP method is introduced into MWCRC, and a sample augmen-
tation method based on residual minimization is designed. The
experimental results show that the classification performance
of JMWCRC-SA under small sample conditions has desirable
superiority.

Since the distribution of augmented samples is limited by
the training samples, the improvement in classification accuracy
after sample augmentation is not significant. Therefore, both the
highest confidence level and the spatially uniform distribution
of samples will be considered in future studies to obtain a more
effective sample augmentation effect.
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