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ABSTRACT Intrusion Prevention Systems (IPS), capable of preventing the organizational network from a
cyber-attack in addition to detecting it, are widely adopted by organizations to protect their networks from
unauthorized access, attacks, and malicious activities. Similarly, Snort an open-source IPS is extensively
used for effective network security monitoring and analysis. When functioning as an IPS, Snort can be
deployed in inline mode within an organizational network, so that all the organizational network traffic
travels through it, hence actively blocking or preventing malicious traffic in real-time. This requires Snort to
process the network traffic fast enough to match the network traffic line rate. But the Snort IPS default data
acquisition module i.e. advanced packet filtering (AF_PACKET) cannot process network traffic at the line
rate that causes packet loss and network services disturbance. This research work discusses the technologies
available to make Snort IPS process network traffic at line rate. Packet filtering framework (PF_RING) and
data plane development kit (DPDK) are the most effective and widely used software technologies, whereas
the Napatech smart network interface card (smartNIC) is a very efficient hardware technology for achieving
line rate traffic processing. A throughput comparison shows that PF_RING and DPDK achieve a throughput
close to 1G with 100% CPU utilization whereas Napatech smartNIC achieves full 1G throughput with CPU
utilization of less than 5%. Furthermore, the integration of Snort IPS with the security information and event
management (SIEM) system has been discussed for better attack detection in an organizational network.

INDEX TERMS AF_PACKET, DPDK, intrusion detection system, intrusion prevention system, IXIA
BreakingPoint system, Napatech smartNIC, PF_RING, SIEM.

I. INTRODUCTION
The advent of computer networks, especially the Internet has
enabled people to connect and share their resources irrespec-
tive of long distances. With the development of cloud, IoT,
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and big data technologies, Internet usage has increased by a
great deal. All these Internet-based technologies have aug-
mented the amount of network traffic to a colossal level [1].
Web applications are very common and easy to access for
users. People are using the Internet for activities like online
shopping, business transactions, news, the stock market, etc.
The augmented usage of the Internet by the end users has
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FIGURE 1. An intrusion detection system (IDS).

FIGURE 2. An intrusion prevention system (IPS).

provided a broader attack surface to the adversaries. They
carefully pick their victims who are both individuals and
organizational networks. They exploit the weaknesses and
vulnerabilities present in the applications and systems [2].

Various types of cyber-attacks are common and also
increasing day by day such as denial of service (DoS)
attacks, SQL injection (SQLi) attacks, cross-site scripting
(XSS) attacks, ransomware attacks, cyber vandalism, cyber
espionage, etc. [2], [3], [4], [5]. Therefore, several security
systems have been developed and deployed to safeguard the
IT infrastructure against such attacks. There isn’t one secu-
rity system that can guarantee to protect the entire network.
Organizations have to use several security systems for the
protection of the network and organize them in a layered
order. An intrusion detection system (IDS) [6], [7], [8] is one
of the security systems that is used to shield the IT infras-
tructure of organizations. The IDS is called the second layer
of protection in a network. The IDS along with a firewall is
used to safeguard critical assets of a network [9]. The typical
deployment of an IDS in a network is shown in Figure 1.

An IDS system inspects the network traffic at a deeper
level than the firewall. An IDS system can be deployed as
a host-based IDS (HIDS) or as a network-based IDS (NIDS).
When an IDS system is configured in such a way that besides

detecting intrusions it can prevent or block specific network
traffic then it is called an intrusion prevention system (IPS).
The typical deployment of an IPS in a network is shown in
Figure 2.
Snort is an open-source IDS/IPS system that is considered

a de-facto standard for intrusion detection systems. It is a
lightweight and signature-based IDS/IPS system [10]. It is
the most widely used IDS/IPS system for the detection and
prevention of intrusions. It has been developed based on a
single-threaded application model. Its simple, easy, and fast
deployment method is one of its conspicuous features. In net-
work security, an IPS system is preferred over an IDS system
because an IPS system provides some additional features that
an IDS system lacks such as its capability to block malicious
network traffic alongwith its detection [11]. Snort can be con-
figured and deployed both as an IDS as well as an IPS. When
Snort is deployed as an IPS in the network, it receives the
network traffic on one of its interfaces, inspects the network
traffic, and then sends the traffic through the other interface.
The Snort IPS system requires at least two physical interfaces
to work in IPSmode. It is also called the inline mode of Snort.
The inline mode of Snort is very critical because if any sort
of problem occurs the whole network communication gets
disturbed. In other words, it becomes a single point of failure
in the network i.e. if it is unavailable due to any failure it will
break the communication of a network with the Internet.

In the inline mode, Snort must be able to handle the
network bandwidth. It must support the network traffic line
rate for the smooth functioning of the network. This poses
a challenge for the Snort IPS system. This is because the
Snort IPS default data acquisition (DAQ) module for inline
mode is advanced packet filtering (AF_PACKET) but it does
not support line rate communication of network traffic. The
DAQmodule handles the process of receiving and sending the
network traffic. However, there also exist some other DAQ
modules that include Internet packet queue (IPQ), Internet
protocol firewall (IPFW), and netfilter queue (NFQ). The
IPQ was an older mechanism for handling iptable packets,
and IPFW is used in BSD systems. The NFQ is a new and
improved mechanism for handling iptable packets [12]. But
none of these DAQ modules guarantee line rate traffic cap-
turing. Therefore, to deploy Snort as an IPS some solution
is required to enable Snort IPS to capture and send network
traffic in real-time and at line rate.

The following contributions are made through this
research:

• A Snort can function as an IDS and an IPS where
when being used as an IDS, it focuses on detection and
alerting, while as an IPS it takes proactive measures to pre-
vent and block the threats. This research utilizes Snort in
the inline mode aimed at enhancing the throughput of the
Snort IPS. To achieve this, the presented research explores
software-based and hardware-based solutions.

• This research presents a performance comparison of soft-
ware and hardware packet-capturing mechanisms, along with
other parameters important for throughput augmentation.
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TABLE 1. Comparison of different throughput enhancement solutions.

• This research sheds light on the significance of inte-
grating Snort IPS with a security information and event
management (SIEM) system, exploring various aspects of the
integration.

The rest of the paper is organized as follows: Section II is
mainly concerned with related work. Section III presents the
available software and hardware technologies widely used for
the throughput enhancement of Snort IPS. Section IV illus-
trates the experimental setup used in this research. Section V
presents detailed results and discussion. Section VI provides
a very useful discussion about integrating Snort IPS with a
SIEM system. Section VII presents the conclusion and future
work of our research.

II. RELATED WORK
Snort is an open-source IDS/IPS system that has widely
been studied in the literature to boost its performance under
heavy traffic. For this purpose, several frameworks have
been proposed that rely on parallelization [13], [14], [15] as
depicted in Table 1. In [16] an efficient intrusion detection
system for the high-speed network is proposed by using
open-source Snort. Multiple instances of Snort are run on
the machine. Multiple network interface cards (NICs) are
used. Each NIC captures and forwards network traffic to
a corresponding Snort instance. Several Snort instances are
being run depending on the number of cores present on
the machine. 1 Gbps network speed is achieved by running
Snort instances on 16 CPU cores. It is quite obvious that
if Snort instances are run on a machine that does not have
16 CPU cores, 1 Gbps network speed cannot be achieved.
Hence line rate network traffic cannot be achieved in such a
scenario.

In [17] Snort IDS is optimized by using the data plane
development kit (DPDK) and Hyperscan. DPDK is an Intel
software solution (set of libraries and drivers) for achieving
high data rate packet-capturing. Hyperscan is also an Intel
software solution for fast pattern matching. Although the
optimized Snort IDS shows better line rate packet-capturing
and detection rate for malicious traffic under high-speed net-
work traffic conditions, at the same time it also introduces

some dependencies. Intel DPDK and Hyperscan technolo-
gies do not support every hardware platform. Therefore
the proposed Snort IDS solution is not generic and it is
hardware-dependent. Also, the proposed Snort IDS system
only considers the DPDK solution and does not present a per-
formance comparison against the packet filtering framework
(PF_RING) solution. PF_RING is also an efficient software
solution for fast packet-capturing.

In [18] traditional Snort IDS system limitations are
explored and highlighted. Results show that Snort IDS in
inlinemode only supports up to 100Mbps network traffic line
rate. In its default configurations, Snort cannot be deployed
on a 1 Gbps network in inline mode. Intel DPDK software
framework is used to achieve a 1 Gbps network traffic line
rate. In this case, as DPDK is used for fast packet-capturing,
it is also hardware-dependent and is not supported on every
NIC.

In [1] some of the efficient packet-capturing and pro-
cessing technologies are discussed. Libpcap, Libpcap-mmap,
Netmap, Netfilter, DPDK, and PF_RING technologies that
are used for packet-capturing are analyzed. The technical
characteristics and experimental results of these technologies
are compared. It is shown that PF_RING and DPDK show the
best results among all these technologies. However, details
about the hardware platform used for the generation of results
are lacking. The information about CPU and RAM is not
given. Similarly, although 1G NIC is used its vendor and
model have not been mentioned. This is essential because
DPDK does not support every NIC.

A kernel parameters modification approach has been pre-
sented in [19]. Linux network application programming
interface (NAPI) is a kernel-level packet-capturing mech-
anism available to be used by user applications. But in
its default parameters configuration, this packet-capturing
mechanism is well below the line rate and it does not provide
an efficient packet-capturing mechanism. However, if some
parameters like Budget B value are assigned values other
than default the application i.e. Snort performs better. Snort
performs best at Budget B value of 14 instead of its default
value of 300.
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The proposed architecture in [16] requires at least 16 CPU
cores for its operation along with multiple network card inter-
faces to serve those CPU cores. Our research only requires
one CPU core and two network card interfaces. The proposed
Snort architectures in [17] and [18] are not generic and only
limited to the supported hardware for DPDK and Hyperscan,
unlike our research which also provides a solution for every
hardware platform. In [1] the details about the hardware plat-
form, CPU, RAM, NIC, etc. have not been provided and only
software solutions have been explored, unlike our research
that provides such details along with exploring the hardware
solution also. In [19] only the kernel parameters modification
approach has been discussed with no comparison of software
and hardware technologies for the packet-capturing mecha-
nism. In our research, we not only discuss various software
and hardware packet-capturing technologies along with their
comparison but also provide detailed information about the
test environment used for the experimentation.

The inability of the Snort to handle line rate network
traffic on various platforms has been highlighted in [10]. The
technique of flow-based intrusion detection to improve the
throughput of the Snort IDS has been proposed in [20] but it
only applies to intrusion detection, not intrusion prevention.
The performance analysis and evaluation of Snort and some
other intrusion detection systems have been presented in [21],
[22], and [23]. We also refer readers to [24], [25], and [26]
that present a thorough survey of IDS/IPS in terms of the
techniques, datasets, and challenges.

III. AVAILABLE SOLUTIONS
If Snort is configured and integrated properly, the aforemen-
tioned problems associated with the Snort’s inline mode can
be solved. These include both software as well as hardware
solutions. This section highlights the available solutions:

A. SOFTWARE-BASED SOLUTIONS
Some of the software solutions have been discussed in
the above section. Among them, DPDK and PF_RING
have demonstrated exceptional performance in achieving line
rate network traffic in Snort IPS’s inline mode [11], [12].
Although Netmap is another such solution that is used for
achieving line rate network traffic in Snort inline mode, it has
a very complex deployment procedure and is not widely used
for this purpose. Therefore the following software solutions
are used most often to achieve line rate network traffic in the
inline mode of Snort IPS.

1) AF_PACKET
The AF_PACKET library is the default packet-capturing
library in the Snort IPS and it is installed by default while
installing the Snort IPS. Therefore no extra effort is required
for its installation and integration with the Snort IPS. The
AF_PACKET library is also not hardware-dependent. But
having said that, AF_PACKET does not provide a high
line rate throughput in the inline mode. The AF_PACKET
needs two network interfaces for its operation in IPS mode.

AF_PACKET creates a bridge between the two network inter-
faces and copies packets from one interface to the other
and vice versa [27]. A few parameters have to be set to
run Snort in IPS or inline mode using AF_PACKET [12].
These parameters can be set using the command line or in the
configuration file of Snort i.e. snort.conf. We set parameters
in the configuration file as follows.

In the first line, we select afpacket as the daq module. Then
we specify the directory that contains the installed daq mod-
ule. The daq mode is inline and the buffer size is 1024 MB.
In this case, we can run Snort with the following command.

With ‘‘-i’’ we specify the network interfaces pair. We do
not need to specify the rest of the parameters because we have
specified these parameters in the configuration file. If we do
not specify these parameters in the configuration file we can
also set these parameters through the command line as given
below.

The working of AF_PACKET is illustrated in Figure 3.
When a network packet arrives on the network interface card,
it is copied into the kernel space of the operating system. User
applications can access this packet by calling the application
programming interface (API) function from the user space,
which copies this packet into the user space. Now user appli-
cation has full control of this packet for use. Because of this
long journey of the network packet from the network interface
card to the user application, the throughput of the Snort IPS
is reduced.

2) DATA PLANE DEVELOPMENT KIT (DPDK)
The DPDK is an open-source collection of software libraries
and network interface controller polling mode drivers that
take away the burden of packet capture from the operating
system kernel. The DPDK processes packets efficiently as
compared to the operating system kernel TCP stack. The
DPDK was initially developed by Intel Corporation but from
2017 onwards it is managed by the Linux Foundation. The
DPDK has been developed in C language and is available for
Linux, Windows, and FreeBSD operating systems [28]. The
DPDKprovides its functionality for x86, ARM, and PowerPC
hardware architectures [29].

The DPDK packet-capturing library installation and inte-
gration with the Snort IPS is slightly complex. It is available
in source code form and it has to be compiled, installed,
and integrated separately. However, lately, some Linux dis-
tributions also provide DPDK in packaged form. The DPDK
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FIGURE 3. AF_PACKET working.

library is hardware-dependent which means that it can-
not be run on every network interface card. The list of
DPDK-compatible network interface cards is available on the
DPDK website [29].

When the DPDK library source code is compiled and
installed, a DPDK kernel module is also installed. When the
DPDK library is run, this kernel module is loaded to control
the packet-capturing mechanism. If we have two network
interfaces like eth0 and eth1, when Snort IPS is run in inline
mode on these two interfaces, these interfaces no longer
become available for the operating system. These interfaces
also do not show up with the ‘‘ifconfig’’ command in Linux.
This is because these interfaces are run with modified DPDK
drivers that are not under the control of a normal kernel mod-
ule. When we stop running Snort IPS, these interfaces can be
reconnected to the standard operating system drivers. After
that, these interfaces reappear with the ‘‘ifconfig’’ system
command.

The DPDK controls network packet-capturing in user
space. It does this at a much higher speed than traditional
operating system kernel TCP stack and also saves precious
CPU cycles for other tasks. The Snort version 2.9 and
onwards at its core does not call the libpcap library interface
directly, rather it calls the DAQ module interface which in
turn can call DPDK, AF_PACKET, PF_RING, or any other
packet-capturing library, adding an abstraction layer [17].
This has eased the process of compiling and integrating a
new packet-capturing library with the Snort. Earlier, if the
DPDK library was to be integrated with the Snort, along with
the DPDK library Snort was also required to be recompiled
and installed. Similarly, if any other packet-capturing library
was to be integrated with Snort, Snort was also required to be
recompiled and installed. However, since Snort version 2.9,
the data acquisition module has been separated from Snort.
Now if the DPDK library is to be integrated with Snort, only

FIGURE 4. DPDK working.

the DPDK library is required to be compiled and installed
not the Snort. The working of DPDK is illustrated in Figure 4.
The command to run Snort with DPDK is given below.

The DPDK enables an application running in user space
to capture packets directly from the NIC driver removing the
need to copy packets from the NIC driver to the operating
system kernel space and then from kernel to user space (nor-
mal functioning of operating system kernel TCP stack). The
DPDK requires huge pages for its functioning to allocate a
large memory pool and to reduce the number of lookups and
page management [30]. On arriving at the network interface
card, a network packet is picked up by the modified DPDK
driver. The DPDK libraries are present in the user space.
These DPDK libraries pick up the network packet directly
from the network interface card through the modified net-
work card driver, bypassing the kernel space of the operating
system. This saves precious CPU time for other tasks. In this
mechanism, the step of copying network packets in the kernel
space is eliminated which improves the overall throughput of
the Snort IPS.

3) PF_RING
The PF_RING is a set of software libraries and customized
drivers for capturing packets at high speed using a zero-
copy mechanism, proposed by L. Deri [1]. The PF_RING
can convert a commodity PC into an efficient and cheap
packet-capturing and manipulation machine. The PF_RING
packet-capturing library has to be installed and integrated
with the Snort IPS separately. It can be compiled and installed
from the source or it can be installed by the rpm package
provided for the Linux operating system i.e. CentOS-7 in our
case. So PF_RING can be integrated with very little effort and

61852 VOLUME 12, 2024



M. Sheeraz et al.: Advancing Snort IPS to Achieve Line Rate Traffic Processing

FIGURE 5. PF_RING vanilla mode working.

TABLE 2. Supported driver families.

has low integration complexity. The PF_RING library is also
not dependent on hardware which means that it can be run on
any network interface card (NIC).

Two modes or versions of PF_RING can be used in
user applications according to the requirements [31]. The
first mode of operation of PF_RING is Vanilla PF_RING
as depicted in Figure 5. It consists of the following two
components:

• An accelerated kernel module responsible for efficiently
copying packets to PF_RING rings;

• A user-space PF_RING SDK that enables user-space
applications to use PF_RING functionality transparently.

This mode does not use customized NIC drivers rather it
works with standard NIC drivers. Therefore a few packets
can get dropped in this mode but it still gives much better
performance as compared to AF_PACKET in inline mode.
But in scenarios where a 1G line rate must be achieved, the
Vanilla mode of PF_RING is not recommended for usage.

The second mode of operation of PF_RING is PF_RING
ZC (Zero Copy) which consists of the following components.

• A user-space PF_RING SDK;
• Customized NIC drivers.
In this mode, customized ZC drivers are used that guaran-

tee no packet loss for high-speed networks. In this mode, both
the Linux kernel and PF_RING kernel module are bypassed
and packets are directly copied in a zero-copy fashion from

FIGURE 6. PF_RING ZC mode working.

ZC NIC drivers to PF_RING rings. Table 2 depicts the driver
families that are currently supported with PF_RING [31].

The working of PF_RING ZC mode of operation is
depicted in Figure 6. The vanilla version of the PF_RING
library is free for use but the zero-copy version of PF_RING
is not freely available. A license must be purchased for using
the zero-copy version of the PF_RING library. However,
the zero-copy version of PF_RING can be used for testing
purposes. But it only supports the Snort IPS mode operation
for a period of 5 minutes. The command to run Snort with
PF_RING support is given below.

B. HARDWARE-BASED SOLUTIONS
Hardware solutions are generally better in performance as
compared to corresponding software solutions. Typically,
after a certain threshold level, the performance of a software
solution cannot match the performance of a hardware solu-
tion. Therefore, it is often desirable to use a hardware solution
for a specific problem rather than using a software solu-
tion. However, when opting for a hardware solution, it costs
quite high compared to the software solution. Therefore
although a hardware solution is better in terms of perfor-
mance it also costs more. Hence not every end user opts for
a hardware solution however big enterprises and high-tech
companies certainly go for a hardware solution for high
performance.

There are some hardware solutions available to be used in
the inline mode of Snort IPS for achieving line rate network
traffic capturing. Vendors developing network acceleration
cards (NAC) for high-speed packet-capturing applications

VOLUME 12, 2024 61853



M. Sheeraz et al.: Advancing Snort IPS to Achieve Line Rate Traffic Processing

TABLE 3. Napatech smart NICs.

include Napatech, Endace, Intel, Advantech, etc. Napatech
hardware cards are Field Programmable Gate Array (FPGA)
based and used by many companies around the globe such as
Cisco, IBM, ntop, Dell, Nokia, Symantec, Facebook, Intel,
Xilinx, Yahoo, and many more [32].

Napatech provides many FPGA-based hardware accelera-
tion cards or smart NICs but we require a smart NIC that has
at least 3 interfaces. This is because Snort IPS mode requires
three interfaces for proper functioning i.e. two network inter-
faces for network traffic bridging purposes (receive traffic on
one interface and send it to the other and vice versa) and
one network interface for management purposes. Therefore
such Napatech smart NICs include NT40A01, NT100A01,
NT40E3, and NT40A11. Table 3 summarizes the technical
specifications of these cards [32].
We have selected NT40A01-SCC Napatech Smart NIC

because it has four physical network interfaces (we require
a minimum of three) and supports a 1Gbps network line rate.
Through intelligent hardware flow distribution, it can support
up to 128 packet streams [32]. It can also be integrated with
the Snort IPS in inlinemode but its installation and integration
are a bit complex. First of all, software drivers for Napatech
smart NIC are installed. Then the service starts for loading
drivers and initializing smart NIC operations. After that, the
network interfaces of Napatech smart NIC become available
for use and can be seen through the ‘‘ifconfig’’ command.
The command to run Snort with Napatech smartNIC is given
below.

The aforementioned solutions for optimization of Snort
IPS convert an ordinary Snort IPSmachine into a fast and effi-
cient IPS machine that can be deployed on a 1 Gbps network.
The software solutions including DPDK and PF_RING free
the CPU from capturing the network packets. These solutions
bypass the CPU and through the help of customized drivers
process the network packets more efficiently and fast. In the
sameway the hardware solution i.e. Napatech smartNIC takes
away the responsibility of network packets capturing from the
CPU and processes them itself very fast. This not only makes
the packet-capturing process extremely fast but it also frees
up the CPU for other essential tasks.

The DPDK and PF_RING vanilla mode run in user space
whereas PF_RING ZCmode and Napatech smartNIC drivers
run in kernel space. From the security perspective, running
programs in user space is typically preferred over run-
ning them in kernel space. However, both PF_RING ZC
and Napatech smartNIC drivers running in kernel space
have undergone comprehensive security analysis, extensive
testing, and evaluation. Consequently, these software and
hardware technologies are deemed secure and efficient,
making themwidely adopted at a professional level with com-
mendable outcomes. Therefore, the use of these technologies
is considered safe, secure, and efficient.

IV. EXPERIMENTAL SETUP
The experimental setup for the comparison of different solu-
tions for throughput performance enhancement of Snort IPS
in inline mode is depicted in Figure 7. In this experimental
setup, the Snort IPS is connected to the IXIA Breaking-
Point system for throughput performance testing. One Snort
IPS physical interface is directly connected to one physical

61854 VOLUME 12, 2024



M. Sheeraz et al.: Advancing Snort IPS to Achieve Line Rate Traffic Processing

FIGURE 7. Experimental setup.

TABLE 4. IXIA breakingpoint machine details.

TABLE 5. Snort IPS machine details.

interface of the IXIA BreakingPoint system whereas the sec-
ond Snort IPS physical interface is directly connected to the
second physical interface of the IXIA BreakingPoint system.

In this configuration, network traffic generated from the
IXIA BreakingPoint system is received at the first interface
of the Snort IPS system. After the inspection of network
traffic by the Snot IPS system, network traffic leaves the Snort
IPS system from the second interface and is received at the
second interface of the IXIA system. In this way, the Snort
IPS operates in inline mode. Table 4 and Table 5 reveal the
software and hardware specifications of the machines.

V. RESULTS AND DISCUSSION
The results obtained from the aforementioned setup reveal
some interesting facts. During the experiment, the Snort IPS
was run multiple times with no rules, 5 thousand rules,
10 thousand rules, 15 thousand rules, and 20 thousand
rules. In addition, these experiments were performed for
TCP and UDP traffic generated through the IXIA system.
Figure 8 and Figure 9 illustrate the results obtained from these
experiments. The graphs clearly show that the AF_PACKET
packet-capturing library is outperformed by the rest of the
software and hardware technologies. The PF_RING and
DPDK libraries achieve almost 1G and Napatech smart NIC
achieves a full 1G throughput line rate which is required in
inline mode operation as shown in Table 6.

A sustained 1G traffic is generated by the IXIA Breaking-
Point system. This traffic by large consists of benign traffic,

FIGURE 8. Snort throughput-TCP traffic.

FIGURE 9. Snort throughput-UDP traffic.

although it contains a small portion of FTP malicious traffic.
During the test, the rule-sets of 5, 10, 15, and 20 thousand
rules contained rules for the detection ofmalicious FTP traffic
along with other rules downloaded from the Snort commu-
nity. We consider the ‘‘FTP CWD’’ and ‘‘FTP MKDIR’’
commands as malicious because these commands are used
by the user before the login command.

Therefore as far as the attack traffic is concerned we are
only injecting malicious FTP traffic through the IXIA Break-
ingPoint system. Although our rule-sets also contain rules for
other types of attacks e.g. ICMP, DNS, HTTP, SMTP, SNMP,
etc. The primary focus of the test was to check the Snort
IPS throughput along with the detection of some traces of
malicious traffic. The key point in the selection of the rule-set
is that it should contain the rules related to the attacks that are
to be launched. This means an attack will remain undetected
if its detection rule is not present in the rule-set.

The first FTP rule as shown in Figure 10 with signature
ID or sid 2010731, detects and blocks the ‘‘FTP CWD’’
command when a user uses this command without being
logged in first. Similarly, the second FTP rule as shown in
Figure 11 with sid 2010734, detects and blocks the ‘‘FTP
MKDIR’’ command if the user uses this command without
being logged in first.

In each test case, 100 instances of FTP malicious traffic
were injected by the IXIA BreakingPoint system. The Snort
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FIGURE 10. FTP Rule-1.

FIGURE 11. FTP Rule-2.

FIGURE 12. CPU utilization.

IPS successfully detected and blocked the malicious FTP
traffic with 100 percent accuracy. This is because the Snort
IPS contains the respective detection rule in its rule-set. This
is quite obvious that if an attack is launched and its detection
rule is not present in the Snort rule-set, Snort will not be able
to detect the attack.

Figure 12 shows the CPU utilization of software and hard-
ware technologies. It is very interesting that all the software
technologies, during the execution, show 100% CPU utiliza-
tion. This can be a matter of concern in a resource-intensive
system where CPU utilization is already high. Therefore
in such a scenario PF_RING and DPDK packet-capturing
libraries are not recommended, although they achieve almost
1G throughput line rate. On the other hand, Napatech smart
NIC not only achieves a full 1G throughput line rate but
its CPU utilization (less than 5%) is also very low as com-
pared to PF_RING and DPDK. This is very much suited

for a heavily compute system. From the cost perspective,
software technologies i.e. PF_RING and DPDK, are more
suited for use as the hardware Napatech smart NIC is quite
costly as compared to the software technologies. Generally,
normal end users prefer a low-cost solution whereas, in an
enterprise environment, a high-cost hardware solution is quite
affordable.

Regarding the potential security considerations, these
software-based and hardware-based solutions are quite estab-
lished and mature. The customized drivers used by these
solutions are quite capable of handling network packets effi-
ciently and securely like the operating system TCP stack but
at a much higher rate. Therefore there appears no evident
security issue that can harm the normal functionality of the
Snort IPS machine or even the organizational network.

The Snort configuration is quite simple and its important
sections are shown below.

The above experimentation reveals that the throughput of
Snort IPS is also dependent on some other important factors
such as:

• Type of Rules: The type of rules in the Snort IPS is
a very important factor in the throughput of the Snort.
If the rule set contains rules that inspect packet contents
to a deeper level, the throughput of the Snort IPS drops.
This is because in this scenario Snort IPS needs more
time to perform deeper-level packet inspection. There-
fore themore such rules the rule set of Snort IPS contains
the less throughput is achieved by the Snort IPS and vice
versa;

• Type of Network Traffic: The type of network traffic is
also a very important factor in determining the through-
put of the Snort IPS. If the whole network traffic or the
majority of it is benign, the throughput of Snort IPS
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TABLE 6. Experimental results.

will be higher. On the other hand, if the majority of the
network traffic is malicious then the throughput of Snort
IPS gets dropped;

• Number of Rules: The number of rules is also a very
important factor for the throughput of Snort IPS. The
throughput of Snort IPS is higher if the rule set of Snort
IPS has less number of rules. Similarly, the throughput
of Snort IPS is lower if the ruleset of Snort IPS contains
a higher number of rules. Table 6 shows a compari-
son of different technical parameters of AF_PACKET,
PF_RING, DPDK, and Napatech NT40A01-SCC smart
NIC.

In the evaluation methodology, we have chosen some
most relevant test parameters for the throughput comparison
among different software and hardware technologies. These
parameters including throughput, CPU utilization, hardware
dependency, integration complexity, memory mapping, cir-
cular ring, and large memory paging have been chosen to
ensure that the comparison focuses on the most pertinent and
significant aspects. These parameters cover CPU, memory,
and related important domains effectively for the throughput
comparison of the aforementioned technologies.

As the Snort IPS is placed inline with the network, if it
drops network packets due to low throughput, the whole
corporate network communication gets disturbed. This com-
munication could be crucial, i.e. it could be related to a
remedial action against some sort of malicious activity in
the corporate network. If these network packets are dropped
due to the limitation of Snort IPS throughput, no remedial
action would be taken against a detected malicious activity
in the network. This could lead to devastating consequences
for the entire corporate network. This attack scenario can be
avoided by integrating one of the aforementioned solutions
for achieving network traffic line rate.

VI. INTEGRATION WITH A SEIM
A security information and event management (SIEM) sys-
tem has become an integral part of every organizational
security management setup along with the IPS. Many lat-
est sophisticated attacks remain undetected with IPS or any

other single security device. Therefore a more comprehensive
and holistic approach is needed to detect such sophisticated
attacks. In other words, a single security device like IDS,
IPS, antivirus, antimalware, firewall, etc. cannot guarantee
to safeguard an organizational network on its own. There-
fore such security devices should be deployed along with a
SIEM system for the detection of such sophisticated attacks,
especially zero-day attacks [33], [34]. We have integrated the
Snort IPS with our proprietary SIEM system which is called
Cyber Threat Management System or CTMS. The CTMS
is capable of receiving alerts in syslog format generated by
the Snort. This process is fast because the generated alerts
are transferred by the syslog service of the operating system
which is quite fast and efficient. The CTMS is capable of
receiving all the formats that the Snort can output which
is very flexible as compared to other SIEM solutions like
OSSIM that do not offer such flexibility. Other open-source
and proprietary SIEM solutions are also quite rigid in their
functionality and often prove less pliable.

In this regard, it becomes obvious that the output of the
Snort IPS should be integrated with the SIEM system to
enhance the chances of attack detection [35]. For this purpose,
some considerations must be taken into account to integrate
IPS with the SIEM system:

• One of the main considerations for the integration of
Snort IPS with the SIEM system is the format in which Snort
IPS outputs its alerts. The Snort IPS should produce its output
in an understandable format for the SIEM system. If the Snort
IPS produces its output in a format that is not compatible
with the SIEM system, then integration of Snort IPS with the
SIEM system is not possible. The Snort IPS supports many
output formats like Syslog, text-based alert, unified format,
etc. It is necessary to adopt such an output format compatible
with the SIEM system so that the output from the Snort IPS
can be input into the SIEM system for the further attack
detection process. Generally, the information that a SIEM
system receives, is saved in some database. In this context,
Syslog format is a good choice for the Snort IPS output
format. If Snort IPS produces its output in Syslog format,
it will not only be compatible with the SIEM system but it
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can also be sent through the operating system Syslog service
to the SIEM system [36];

• From the integration of Snort with the SIEM system per-
spective, the SIEM system GUI is very important. The SIEM
system GUI should provide a simple and intuitive graphical
interface for the configuration of different parameters of the
Snort. This facilitates the end user in the configuration of
different performance parameters of Snort being compatible
with the SIEM system;

• The machine on which the SIEM system runs must
contain a dedicated network interface for accessing the SIEM
system GUI which not only provides the SIEM system
interface to the end user but also provides an interface for
configuring the Snort IPS;

• Another very important factor is network traffic. All the
network traffic traveling in the network should be input to the
Snort so that it can apply the rule set on the network traffic
for the detection of attacks.

VII. CONCLUSION AND FUTURE WORK
An intrusion prevention system (IPS) has become an integral
part of every organization that prevents intrusions in the
corporate network along with their detection. When deployed
in inline mode, the Snort IPS must process the network traffic
fast enough to match the network traffic line rate. But if we
use Snort IPS with its standard packet-capturing library i.e.
AF_PACKET, it remains unable to achieve network traffic
line rate and packet loss starts to occur. To overcome this
issue we must adopt some other packet-capturing mechanism
to achieve the network traffic line rate.

This research work implements and analyzes some of
the best software-based and hardware-based mechanisms
for enhancing the network traffic throughput of Snot IPS.
We have implemented PF_RING andDPDKpacket-capturing
libraries from the software domain and Napatech NT40A01-
SCC smart NIC from the hardware domain. We have
analyzed and compared the results obtained from these
packet-capturing mechanisms along with their application
domains. In the end, we have also discussed the integration
of Snort IPS with a SIEM system that has proven to be
very effective in the detection of sophisticated cyber-attacks
when deployed along with other security devices. Therefore
integration of Snort IPS with the SIEM system is very useful
for the detection of the latest cyber-attacks.

In the future, additional software-based and hardware-
based technologies, which are currently underutilized, could
be incorporated and evaluated to boost the network traffic
throughput of Snort IPS in its inlinemode. In this regard, tech-
nologies like Netmap from the software domain and hardware
solutions from Endace, Intel, etc. could be very productive.
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