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ABSTRACT The multi-document summarization task requires the designed summarizer to generate a short
text that covers the important information of original multiple documents and satisfies content diversity.
To fulfill the dual requirements of coverage and diversity in multi-document summarization, this study
introduces a novel method. Initially, a class tree is constructed through hierarchical clustering of documents.
Subsequently, a sentence selection method based on class tree is proposed for generating a summary.
Specifically, a top-down traversal is performed on the class tree, during which sentences are selected from
each node based on their similarity to the centroid of the documents within the node and their dissimilarity
to the centroid of documents not belonging to the node. Sentences selected from the root node reflect the
commonality of all document, and sentences selected from the sub nodes reflect the distinct specificity
of the respective subclasses. Experimental results on standard text summarization datasets DUC’2002,
DUC’2003, and DUC’2004 demonstrate that the proposed method significantly outperforms the variant
method that considers only commonality of all documents, achieving average improvements of up to
1.54 and 1.42 in ROUGE-1 and ROUGE-L scores, respectively. Additionally, the method demonstrates
significant superiority over another variant method that considers only the specificity of subclasses,
achieving average improvements of up to 2.16 and 2.01 in ROUGE-1 and ROUGE-L scores, respectively.
Furthermore, extensive experiments on DUC’2004 and Multi-News datasets show that the proposed method
outperforms lots of competitive supervised and unsupervised multi-document summarization methods and
yields considerable results.

INDEX TERMS Class tree, commonality and specificity, hierarchical clustering of documents, multi-
document summarization, pre-trained embedding representation.

I. INTRODUCTION
Automatic text summarization is becoming much more
important because of the exponential growth of digital textual
information on the web. Multi-document summarization,
which aims to generate a short text containing important and
diverse information of original multiple documents, is a chal-
lenging focus of NLP research. A well-organized summary
of multiple documents needs to cover the main information
of all documents comprehensively and simultaneously satisfy
content diversity. Extractive summarization methods, which
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generate a summary by selecting a few important sentences
from original documents, attract much attention because of
its simplicity and robustness. This paper focuses on extractive
multi-document summarization.

Most extractive multi-document summarization methods
splice all sentences contained in original multiple documents
into a larger text, and then generate a summary by selecting
sentences from the larger text [1], [2], [3]. However, the
task of summarizing multiple documents is more difficult
than the task of summarizing a single document. Simply
transforming multi-document summarization task into sum-
marizing a single larger text completely breaks the constraints
of documents on their sentences and lacks comparisons
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between documents, which results in the inability to mine the
relevant information between documents, including mining
the common information (i.e., commonality) of all documents
and the important specific information (i.e., specificity) of
some subclasses of documents.

The centroid-based summarization methods focus on the
commonality of all documents or all sentences and they select
sentences based on the centroid words of all documents [4],
[5] or the centroid embedding of all sentences [1]. The
clustering-based summarization methods divide sentences
intomultiple groups and select sentences from each group [2],
[6]. These methods do not take into account the commonality
and specificity of documents simultaneously.

Think about the process of humans summarizing multiple
documents: we would first describe the common information
of all documents, and then describe the important specific
information of some subclasses of these documents respec-
tively, so as to satisfy the coverage and diversity requirements
of multi-document summarization.

Inspired by the idea of humans summarizing multiple
documents, this paper proposes a novel multi-document
summarization method based on the class tree constructed
by hierarchical clustering of documents. Firstly, a class tree
is constructed by hierarchically clustering the documents in
a top-down manner. Each node on the class tree consists
of a group of documents, where the root node contains all
documents, and each sub node contains a subclass of all
documents. Next, a sentence selection method based on class
tree is proposed. Specifically, a top-down traversal of nodes
is performed on the class tree, with the aim of selecting
sentences from each node, until the cumulative length of the
selected sentences reaches a pre-specified value. Within each
node, sentences are selected based on their similarity to the
centroid of the documents within the node, as well as their
dissimilarity to the centroid of the documents not belonging
to the node. The sentences selected from the root node reflect
the commonality of all documents, and the sentences selected
from sub nodes at different hierarchical levels highlight the
distinct specificity of the respective subclasses. Finally, all
selected sentences are arranged according to the order of their
corresponding nodes on the class tree to form a summary.

To summarize, the main contributions of this study are as
follows:

1) This study applies hierarchical clustering of documents
to multi-document summarization, aiming to organize
input documents into a class tree, where the root
node contains all input documents and the sub nodes
at different hierarchical levels contain different sub-
classes of all documents. This approach endows the
proposed model with the capability to extract not only
the sentences that summarize the overall content of all
input documents but also the sentences that highlight
the distinct characteristics of different subclasses.
Because different nodes at different hierarchical levels
enable the capture of distinct characteristics of the input
documents.

2) This study introduces a novel sentence scoring method,
which assigns a score to each sentence within a node
based on its similarity to the centroid of the documents
within the node and its dissimilarity to the centroid
of documents not belonging to the node. The scoring
mechanism enables sentences within the root node that
emphasize the commonalities across all documents to
obtain higher scores, and it enables sentences within
each sub node that emphasize the unique characteristics
of the documents within the sub node to obtain higher
scores. The innovative combination of the class tree
structure and this sentence scoring method enhance the
coverage and diversity of the generated summary.

3) This paper assesses the effectiveness of the pro-
posed method for multi-document summarization task
by comparing it with distinct variant methods on
the standard multi-document summarization datasets,
including DUC’2002, DUC’2003, and DUC’2004,
and provide an empirical analysis on the results.
Experimental results show that the method, which con-
siders both commonality of all documents and distinct
specificity of different subclasses of documents, sig-
nificantly outperforms the variant methods considering
only commonality of all documents (achieving average
improvements of up to 1.54 in ROUGE-1 score) or only
specificity of different subclasses (achieving average
improvements of up to 2.16 in ROUGE-1 score), and
outperforms the variant method which is based on
sentences hierarchical clustering (achieving average
improvements of up to 1.25 in ROUGE-1 score).

4) This paper compares the proposed method with several
state-of-the-art methods, including both supervised and
unsupervisedmulti-document summarizationmethods,
using the DUC’2004 and Multi-News datasets as
benchmarks [7]. Experimental results show that this
method outperforms lots of competitive supervised and
unsupervised methods and yields considerable results.

In general, the proposed method is unsupervised and easy
to implement, and can be used as a strong baseline for
evaluating multi-document summarization systems.

The rest of this paper is organized as follows.
Section II discusses the related work. Section III presents
the proposed method in detail. Section IV describes the
conducted experiments, presents the obtained results, and
provide a thorough discussion of the obtained results. Finally,
Section V concludes this paper and outlines future work.

II. RELATED WORK
Extractive multi-document summarization method involves
selecting some critical sentences from original documents
to generate a concise summary, and the length of the
summary is determined by the compression rate specified
by human users [8]. Various extractive summarization tech-
niques have been proposed, including centroid-based meth-
ods, clustering-based methods, statistical based methods,
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graph-based methods, and so on. Among these tech-
niques, the most pertinent works include centroid-based and
clustering-based summarization methods.

The centroid-based methods score each sentence in
documents by calculating the similarity between the sentence
and the centroid of all documents or all sentences, so as to
identify the most central sentences to generate a summary [1],
[4], [5].
MEAD [4] scores each sentence based on the centroid

words it contains and two other metrics (positional value and
first-sentence overlap). The centroid words inMEADmethod
correspond to the words that are statistically important
to multiple documents. The method in [5] improves the
original MEAD method by exploiting the word embedding
representations to represent the centroid of documents and
each sentence, and scoring each sentence based on the
cosine similarity between the sentence embedding and the
centroid embedding. The method in [1] exploits various
sentence embedding models to represent each sentence and
the centroid of all sentences (i.e., the mean of all sentence
embeddings), and scores each sentence based on the cosine
similarity between the sentence embedding and the centroid
embedding, as well as two othermetrics, sentence novelty and
sentence position. These centroid-basedmethods focus on the
commonality property of all documents or all sentences, and
take no account of the important specificity property of some
subclasses of these documents.

Many clustering-based extractive summarization methods
cluster all sentences in documents and then select sentences
from each sentence cluster to form a summary [2], [9], [10],
[11].

Wang et al. [9] groups sentences into clusters by
sentence-level semantic analysis and symmetric non-negative
matrix factorization, and selects the most informative sen-
tences from each sentence cluster. Mohd et al. [10] represents
each sentence as a big-vector using the Word2Vec model
and applies the k-means algorithm to cluster sentences, and
then scores sentences in each sentence cluster based on
various statistical features (e.g. sentence length, position,
etc.). Rouane et al. [11] also uses the k-means algorithm
to cluster sentences, and then scores each sentence in
each cluster based on the frequent itemsets of the cluster
contained by the sentence. Yang et al. [2] proposes a
ranking-based sentence clustering framework to generate
sentence clusters, and uses a modified MMR-like approach
to select the highest scored sentences from the sentence
clusters arranged in descending order to form the summary.
These clustering-based methods take no account of the
commonality property of all documents, which is important
for multi-document summarization because the input of
multi-document summarization tasks is usually a set of
related documents.

Additionally, statistical-based methods [12] and graph-
based methods [3], [13] are two widely used extractive
text summarization methods. The statistical-based methods
calculate the score of each sentence by leveraging statistical

features of texts, such as Term Frequency, Inverse Document
Frequency, and sentence position information. Subsequently,
the sentences with higher scores are selected to compose the
summary. The primary distinction among various statistical
extractive summarization methods lies in the sentence
scoring methodologies employed. The graph-based methods
transform the original documents into a graph representation,
with sentences serving as nodes and the similarity between
sentences serving as the weights of the links connecting
the corresponding nodes. These node weights are iteratively
updated based on the link weights. Subsequently, sentences
with higher scores in the graph are chosen to compose the
summary.

III. METHODS
The proposed method takes a set of documents and a
pre-given summary length as input, and outputs a multi-
document summary. It consists of three steps: (1) pre-
processing of documents, (2) hierarchical clustering of
documents for constructing a class tree of documents, and
(3) sentence selection from the constructed class tree and
summary generation. Each of these steps will be presented
in detail in the subsequent three subsections.

A. PRE-PROCESSING
Pre-trained models are widely used in Natural Language
Processing tasks. There are usually two ways to use the pre-
trainedmodels: (1) Feature Extraction based approach, which
uses the pre-trained model learned from a large amount of
textual data to encode texts of arbitrary length into vectors of
fixed length; (2) Fine-Tuning based approach, which trains
the downstream tasks by fine-tuning the pre-trained model’s
parameters. This paper adopts the feature extraction based
approach, where the pre-trained model is applied on the
input documents to obtain the embedding representations of
sentences and documents.

This study uses pre-trained sentence embeddings model to
encode sentences. To obtain document embedding vectors,
two ways can be used: one is to directly obtain the
document embedding vectors by taking each document as
the input of the pre-trained embedding model; the other is
to obtain the document embedding vectors based on sentence
embedding vectors, e.g., a document embedding vector can
be represented as the average of the sentence embedding
vectors of all sentences it contains.

Many pre-trained embedding models can be used in the
proposed method to obtain the sentence embedding vectors
and document embedding vectors. This section focuses on
the elaboration of the proposed hierarchical clustering-based
multi-document summarization method. The selection of
pre-trained embedding models and document embedding
approaches will be discussed in the Experiment section.

Formally, given a set of documents D containing n docu-
mentsD = {d1, d2, · · · , dn}. Firstly, each document di ∈ D is
split into sentences (denoted as di = {si1, s

i
2, · · · , si

|di|
}) using
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the Natural Language Toolkit (NLTK).1 Next, each sentence
in each document (sik ∈ di) is mapped to a fixed-length vector
(denoted as sik) using the pre-trained embedding model, and
each document (di ∈ D) is mapped to a vector of the same
length (denoted as di).

B. HIERARCHICAL CLUSTERING OF DOCUMENTS
The proposed top-down hierarchical clustering algorithm
for constructing the class tree of documents includes the
following steps:

1) Generate the root node of class tree.
All documents in D form the root node. The root node
constitutes the first layer of class tree. (After step 1, the
root node becomes the latest layer of the class tree.)

2) Generate the next layer of class tree.
For each node of the latest layer of class tree, the
k-means algorithm2 is used to divide the documents in
the node into k sub nodes (also called k subclasses). All
new sub nodes generated in this step constitute the new
latest layer of class tree.

3) Repeat step 2 until one of the following conditions is
satisfied.
Condition 1: There are no nodes on the latest layer
of class tree that can be divided using the k-means
algorithm.
Condition 2: The total number of nodes on the class
tree exceeds the number of sentences required for the
summary, where the required number is specified or
estimated according to the pre-given summary length.
Because the proposed method will select sentences
from each node on the class tree top-down until the pre-
given value is reached.

C. SENTENCES SELECTION AND SUMMARY GENERATION
After the construction of the class tree, the proposed method
traverses the nodes on the class tree from top to bottom and
selects sentences from each node to generate a summary until
the summary length reaches the pre-given length.

This section provides a detailed introduction of the three
primary components involved in sentences selection and
summary generation: (1) the overall flow of traversing the
nodes on class tree for sentences selection, (2) the details of
sentences scoring and selection within each node, and (3) the
process of sorting the selected sentences to form a summary.

1) OVERALL FLOW OF TRAVERSING CLASS TREE
Fig. 1 displays the overall flow chart of traversing the nodes
on the class tree for sentences selection.

The order of traversing the nodes on class tree follows
two principles: (1) For different layers of class tree, the
method traverses the layers from top to bottom; (2) For the
nodes on the same layer, the method traverses the nodes
in descending order of the number of documents contained

1nltk.tokenize.
2sklearn.cluster.KMeans.

FIGURE 1. The flow chart of selecting sentences from the class tree.

in the nodes. Because under the limitation of the pre-given
summary length, themethod hopes that the selected sentences
can cover as many documents as possible while increasing
diversity.

As shown in Fig. 1, if the total length of the selected
sentences does not reach the pre-given summary length after
selecting sentence from the last node on the last layer of class
tree, the method goes back to the first layer of class tree (i.e.,
the root node) to start the next iteration of selecting sentences,
until the total length of the selected sentences in all iterations
reaches the pre-given summary length.

2) SENTENCE SCORING AND SELECTION IN EACH NODE
Each nodeNt on the class tree consists ofmultiple documents,
denoted as Nt = {d t1, · · · , d t

|Nt |}. Each document d ti ∈

Nt consists of multiple sentences, denoted as d ti =

{si1, s
i
2, · · · , si

|d ti |
}. The proposed method calculates the score

of each sentence sik in each node Nt (sik ∈ d ti and d
t
i ∈ Nt ).

a: COMMONALITY-SPECIFICITY SCORE
The centroid of all documents in Nt represents the common
core of these documents. It is reasonable to think that the
sentences that are more similar to the centroid of Nt are more
relevant to the documents inNt , and the sentences that are less
similar to the centroid ofNt are less relevant to the documents
in Nt . Therefore, the Commonality-Specificity score of each
sentence sik in Nt can be calculated as the combination of its
similarity to the centroid of Nt and its dissimilarity to the
centroid of the documents not in Nt .

The centroid embedding vector of Nt (denoted as CNt ) is
built by averaging all document embedding vectors in Nt (as
shown in Eq. (1)).

CNt =
1

|Nt |

|Nt |∑
i=1

d ti (1)

where |Nt | denotes the number of documents in Nt , and d ti is
the document embedding vector of the ith document in Nt .

Similarly, the centroid embedding vector of the documents
not in Nt (denoted as CNt , where Nt = {d | d ∈ Dand d /∈

Nt }) is built as the average of all document embedding vectors
not in Nt .
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The Commonality-Specificity score of each sentence sik in
Nt is calculated as follows:

scoreCS(sik ,Nt ) = δ · Similarity(sik,CNt )

+ (1−δ) · (1−Similarity(sik,CNt )) (2)

The value of δ ∈ [0, 1]. The larger value of δ illustrates more
attention to the relevance with the documents in Nt , and the
smaller value of δ illustrates more attention to the irrelevance
with the documents not in Nt . When δ = 1, the scoreCS

of each sentence in Nt only focuses on the relevance with
the documents in Nt . The method uses the cosine similarity3

(denoted as Similarity) to calculate the similarity between
vectors.

The value of scoreCS is bounded in [0, 1]. The sentences
with higher scoreCS are considered to be more relevant to the
documents in Nk and more irrelevant to the documents not
in Nk .

b: SENTENCES SCORING AND SELECTION
The Commonality-Specificity score can be used alone to
score and select sentences, or combined with other scoring
metrics to score and select sentences.
Non-Redundant Score: To reduce the redundancy of

the generated summary, the method would assign lower
Non-redundant score to the sentences that are more similar to
the sentences already selected in previous steps. Specifically,
Sp is used to represent the collection of sentences already
selected in previous steps, the Non-redundant score of each
sentence sik in Nt is calculated as the dissimilarity between
sik and its most similar sentence in Sp, which is described as
follows:

scoreNR(sik ,Nt ) =

1−max({Similarity(sik, sp)}), sp ∈ Sp (3)

The value of scoreNR is bounded in [0, 1]. The sentences
with higher scoreNR are considered to have lower redundancy
with the sentences already selected in previous steps. If Sp is
Null (i.e., selecting the first sentence from the root node), the
scoreNR of each sentence in the node is 1.
Position Score: Sentence position is one of the most effec-

tive heuristics for selecting sentences to generate summaries,
especially for news articles [14], [15]. The sentence position
relevance metric (as Eq. (4)) introduced by [16] is adopted
to calculate the Position score of each sentence in each
document.

scoreP(sik ) = max(0.5, exp(
−P(sik )

3
√

|di|
)) (4)

P(sik ) denotes the relative position of the k th sentence sik
in the document di (starting by 1). The scoreP is bounded
in [0.5, 1]. The first sentence in each document obtains the
highest scoreP. The scoreP of sentences decrease as their

3sklearn.cosine_similarity.

distances from the beginning of documents increase, and
remain stable at a value of 0.5 after several sentences.
Combination of Three Scores: The final score of each

sentence sik in Nt can be defined as a linear combination of
the three scores (as Eq. (5)).

scorefinal(sik ,Nt )=α · scoreCS(sik ,Nt )

+β · scoreNR(sik ,Nt )+γ · scoreP(sik )

(5)

where α + β + γ = 1, and α, β, γ ∈ [0, 1]. Different
values of α, β, and γ indicate different emphases on different
scoring metrics. Setting α = 1 means that only the
Commonality-Specificity score is used to score sentences.

The method selects the sentences that have the highest
final score and have not been selected in previous steps from
Nt . Only one sentence is selected from each node in each
iteration because the method wants to traverse as many nodes
as possible under the limitation of the pre-given summary
length, so as to increase the diversity of the generated
summaries.

3) SUMMARY GENERATION
After the process of selecting sentences from the class tree,
the proposed method ranks the selected sentences to form
a summary: (1) For the sentences selected from different
nodes, the method ranks these sentences according to the
traversal order of their corresponding nodes on the class tree
(i.e., the two principles introduced above); (2) For multiple
sentences selected from the same node (i.e., the first iteration
of traversing the class tree did not select enough sentences),
the method ranks the sentences according to the order in
which they are selected.

The sentences selected from the root node express the com-
monality of all documents, and the sentences selected from
each sub node express the specificity of the corresponding
subclass. The above sentences orderingway forms a summary
with a total-sub structure.

IV. EXPERIMENT
A. DATASETS AND EVALUATION METRICS
The proposed method is evaluated on the standard multi-
document summarization datasets, including DUC’2002-
2004 datasets4 and the Multi-News dataset.5 The DUC
(Document Understanding Conference) datasets, developed
by NIST (National Institute of Standards and Technology),
are extensively utilized corpora for evaluating text summa-
rization. The DUC’2002 dataset comprises 59 news sets,
and the DUC’2003 dataset includes 30 news sets. Each
news set is composed of approximately 10 English news
articles obtained from TREC. The DUC’2004 Task 2 dataset
contains 50 news sets, with each news set consisting of
10 documents sourced from the Associated Press and New

4https://duc.nist.gov/
5https://github.com/Alex-Fabbri/Multi-News
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York Times newswires. The Multi-News dataset is a large-
scale multi-document summarization news dataset released
by Fabbri et al. [7]. Each news set of Multi-News contains
a different number of documents (from 1 to 10) on the same
topic. Table 1 displays the details of the four datasets.

The Recall-Oriented Understudy for Gisting Evaluation
(ROUGE) [17] is adopted to evaluate the performance of
the proposed approach. ROUGE is a standard evaluation
metric for automatic document summarization. It counts
the overlapping units between the generated summaries and
reference summaries. Four ROUGE metrics are used in
this paper: ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-
SU4. ROUGE-N (N=1 or 2) calculates the overlapping
N-gram between a generated summary and a set of reference
summaries. ROUGE-1 and ROUGE-2 are two most used
ROUGE-N measures, and they calculate the number of
overlapping unigrams and bigrams respectively. ROUGE-N
is calculated as follows:

ROUGE−N =∑
S∈{ReferenceSummaries}

∑
N−gram∈S

Countmatch(N−gram)∑
S∈{ReferenceSummaries}

∑
N−gram∈S

Count(N−gram)

(6)

where Countmatch(N−gram) is the maximum number of
N-grams that occur in both generated summary and reference
summary, and Count(N−gram) is the number of N-grams
in reference summary. ROUGE-SU4 measures the overlap
of skip-bigrams between a generated summary and a set of
reference summaries with amaximum distance of four words.
It is different from ROUGE-2 as it allows for maximum gap
of four words between the overlapping twowords. ROUGE-L
is based on the Longest Common Subsequence (LCS), and it
calculates the ratio between the longest common subsequence
of the generated summary and the length of the reference
summary. Let X represent a generated summary and Y be a
reference summary consisting of n words. The calculation of
ROUGE-L is as follows:

ROUGE−L =
LCS(X ,Y )

n
(7)

where LCS(X ,Y ) is the length of the longest subsequence of
X and Y .
This paper uses the ROUGE toolkit (version 1.5.5),

and adopts the same ROUGE settings6 that are commonly
used on the DUC datasets and Multi-News dataset for
multi-document summarization. Guided by the state-of-the-
art methods, this paper reports ROUGE recall on DUC
datasets and ROUGE F1-score on the Multi-News dataset,
respectively.

6ROUGE-1.5.5 with parameters ‘‘-n 2 -2 4 -u -m -r 1000 -f A -p 0.5’’ and
‘‘-l 100’’ for DUC’2002 and DUC’2003; ‘‘-b 665’’ for DUC’2004; ‘‘-l 264’’
for Multi-News.

B. EXPERIMENTAL SETTINGS
1) SELECTION OF PRE-TRAINED MODEL
The centroid-based multi-document summarization method
based on different pre-trained sentence embedding models
has been studied in [1], which verifies the effectiveness
of sentence embedding representations for multi-document
summarization, and shows that using different sentence
embedding models would affect the performance of summa-
rization. Its results show that the USE-DAN model [18] is
one of the best performing sentence embedding models for
multi-document summarization.

In order to focus on evaluating the performance of the
proposed multi-document summarization method and not be
affected by different embedding models, this study uses the
USE-DAN model7 to encode sentences. In order to unify
the representation of sentences and documents and preserve
the relationship between documents and sentences, this study
obtains the embedding vector of each document di ∈ D by
calculating the average of the sentence embedding vectors
of all sentences contained in the document. Furthermore, the
work in [19] has shown that sentence average is a strong
approach to obtain document embedding.

2) DETERMINATION OF HYPERPARAMETERS K AND δ

Since different values of hyperparameters would affect
the results of the multi-document summarization method,
this study determines their values both theoretically and
experimentally.

a: ESTIMATION OF THE HYPERPARAMETER K IN K-MEANS
ALGORITHM
The method needs to select sentences not only from the
root node of the class tree, but also from as many sub
nodes as possible, so as to mine both commonality and
specificity information from the input documents. Thus,
when generating the sub nodes of the second layer of class
tree, the value of k in k-means algorithm should not be set
too large. Otherwise, under the limitation of the pre-given
summary length, the sub nodes participating in sentences
selection cannot cover all input documents, resulting in the
generated summary being unable to contain the specificity
information of some subclasses of the input documents.

The approximate number of sentences required to generate
a summary can be estimated by (average length of target
summaries) ÷ (average length of sentences in source docu-
ments), i.e., 4.65 for DUC’2004, 3.93 for DUC’2003, 4.37 for
DUC’2002. Based on the estimation, when generating the sub
nodes of the second layer of class tree, the hyperparameter
k of the k-means algorithm should be set within the range
of [2, 4] (i.e., minimum number of sentences estimated for
different datasets−1). For simplicity, when generating the sub
nodes of the third layer and subsequent layers, this study sets
k in the k-means algorithm to 2.

7universal-sentence-encoder.
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TABLE 1. Description of datasets, including DUC’2002, DUC’2003, DUC’2004, and Multi-News. For each dataset, the number of news sets it contains, the
total number of news documents it contains, the number of reference summaries for each news set, and the average length of sentences in news
documents are displayed.

b: ESTIMATION OF THE HYPERPARAMETER δ IN
COMMONALITY-SPECIFICITY SCORE
The hyperparameter δ in Commonality-Specificity score
illustrates the degree of attention paid to the relevance of
each sentence to the documents in its own node. Therefore,
the hyperparameter δ in scoreCS cannot be set too small
theoretically.

In order to determine the exact values of these two
hyperparameters k and δ, this study employs a procedure
similar to that used by Lamsiyah et al. [1] and Joshi et al. [16].
A small held-out set is built by randomly sampling 25 news
sets from the validation set of the Multi-News dataset, which
contains a total of 5622 news sets. Then, a grid search
is performed for these two hyperparameters: k ∈ [2, 4]
with constant step of 1, δ ∈ [0, 1] with constant step of
0.1. It totally contains 33 feasible combinations. Next, the
ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4 scores
are calculated for each combination on the held-out set. And
the results show that the combination of k = 3 and δ =

0.9 provides the most optimal scores on ROUGE-1, ROUGE-
2, ROUGE-L, and ROUGE-SU4 metrics. Thus, this study
chooses them as final values of the two hyperparameters,
which are consistent with the theoretical analysis of the two
hyperparameters.

C. EVALUATIONS
1) ABLATION STUDY
Two groups of comparative experiments are carried out to
verify the effectiveness of the proposed method: (1) verify the
effectiveness of mining both commonality and specificity of
documents for multi-document summarization; (2) verify the
effectiveness of using documents hierarchical clustering for
multi-document summarization other than using sentences
hierarchical clustering. Due to the randomness of k-means,
each experiment was run three times to get the intermediate
results.

a: VERIFY THE EFFECTIVENESS OF MINING BOTH
COMMONALITY AND SPECIFICITY OF DOCUMENTS
In order to avoid being affected by other factors and focus
on evaluating the effect of considering both commonality
and specificity information of documents for multi-document
summarization, in this part, the method uses only the
Commonality-Specificity score to score sentences (i.e.,

α = 1, β = 0, γ = 0), and generates summaries for DUC
datasets (denoted as OursonlyCS).

For fair comparisons, different variant methods are
designed as follows:

• Comp1: only considering the commonality of all
documents. The variant method Comp1 only focuses
on the commonality of all documents. It does not use
any clustering algorithms and only scores sentences
by calculating the cosine similarity between sentence
embeddings and the centroid embedding of all docu-
ments, and then it selects the higher scored sentences to
form a summary.

• Comp2: only considering the specificity of subclasses
of documents. The variant method Comp2 only focuses
on the specificity of each subclass of documents. It uses
the k-means algorithm to cluster documents, and then
it uses the Commonality-Specificity score, which is
defined in this paper, to score sentences in each subclass.
Finally, it selects the highest scored sentence from each
subclass to form a summary.

• Comp3: similar to Comp2 but only considering the
similarity between sentences in each subclass and
the centroid of the subclass. The variant method
Comp3 uses the k-means algorithm to cluster docu-
ments, and then it scores each sentence in each subclass
by only calculating the cosine similarity between the
sentence embedding and the centroid embedding of
the subclass, and finally, it selects the highest scored
sentence from each subclass to form a summary. i.e., for
each sentence in each subclass, Comp3 only focuses on
the relevance of the sentence to the documents in the
subclass and ignores the irrelevance to the documents
not in it.

Table 2 displays the experimental results on three DUC
datasets: DUC’2002, DUC’2003, and DUC’2004. The higher
ROUGE scores indicates that the generated summaries are
more similar to those written by experts.

The difference between OursonlyCS and Comp1 is that
Comp1 only selects the sentences expressing the commonal-
ity of all documents for generating summarywhile OursonlyCS
selects both the sentences expressing the commonality of all
documents and the sentences expressing the specificity of
some important subclasses of these documents for generating
summary. The superiority of the OursonlyCS method over
Comp1 is evident across all metrics for each dataset.
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TABLE 2. Comparison results of different variant methods on DUC datasets, about whether or not the commonality and specificity of documents are
considered. OursonlyCS is the proposed method that use only the Commonality-Specificity score to score sentences.

Furthermore, a significant average improvement of 1.54
ROUGE-1 score and 1.42 ROUGE-L score was observed
across the three DUC datasets. Thus, it is crucial to consider
the specificity information of document subclasses in order
to generate a diversity multi-document summary.

The key distinction between OursonlyCS and Comp2 is
that Comp2 exclusively selects sentences that express the
specificity of each subclass for generating the summary,
without considering sentences that convey the commonal-
ity of all documents. OursonlyCS consistently outperforms
Comp2 across all metrics for each dataset, demonstrating its
superior performance. Moreover, the average improvement
across the three DUC datasets was as high as 2.16 ROUGE-1
score, 2.01 ROUGE-L score, 1.03 ROUGE-2 score, and
1.2 ROUGE-SU4 score. Hence, it is important to take
into account the commonality information of all documents
to enhance the comprehensiveness of the generated multi-
document summary.

Comp3 differs from OursonlyCS in that it selects sentences
from each subclass by only considering the commonality
of the documents within the subclass without considering
the differences with the documents outside the subclass, and
disregards sentences that express the commonality of all
documents. OursonlyCS also exhibits significant superiority
over Comp3 across all metrics on three DUC datasets.
The method OursonlyCS first selects sentence based on the

commonality of all documents, and then selects sentences
based on the specificity of different subclasses, which is
in line with the way of humans summarizing multiple
documents. Therefore, this method can generate summaries
that aremore similar to those written by experts. Additionally,
thismethod outperforms the three variantmethods on all three
datasets, which demonstrates its strong robustness.

b: VERIFY THE EFFECTIVENESS OF USING DOCUMENTS
HIERARCHICAL CLUSTERING OTHER THAN SENTENCES
HIERARCHICAL CLUSTERING
In order not to be affected by other factors, in this part, the
proposedmethod also uses only the Commonality-Specificity
score to score sentences (OursonlyCS), and generates sum-
maries on three DUC datasets. For a fair comparison, the
variant method is designed as follows:

• Comp4: similar to OursonlyCS but hierarchically clus-
tering all sentences and constructing the class tree of
sentences. The variant method Comp4 first converts the
document collection into a sentence collection, and then
it uses the same hierarchical clustering algorithm intro-
duced in this paper to cluster all sentences to construct
a class tree of sentences, where each node is a group
of sentences. Next, it uses the Commonality-Specificity
score to score sentences in each node. Finally, it uses
the same sentences selection method proposed in this
paper to select sentences from the class tree to form a
summary.

Table 3 displays the comparison results between
OursonlyCS and Comp4 on three DUC datasets. The difference
between OursonlyCS and Comp4 is that OursonlyCS selects the
sentences expressing the commonality of all documents and
the sentences expressing the specificity of some important
subclasses of these documents for generating summary, while
Comp4 selects the sentences expressing the commonality
of all sentences in all documents and the sentences
expressing the specificity of some important subclasses of all
sentences for generating summary. OursonlyCS consistently
exhibits superior performance compared to Comp4 across all
metrics for each dataset. Additionally, a substantial average
enhancement of 1.25 ROUGE-1 score, 0.97 ROUGE-L
score, 0.75 ROUGE-2 score, and 0.75 ROUGE-SU4 score
was observed across the three DUC datasets. Due to its
operation of dividing documents into individual sentences,
Comp4 lacks the ability to establish comparisons between
documents, thus limiting its ability to discover the related
information between documents, which play a crucial role in
multi-document summarization. Moreover, OursonlyCS (the
proposed method based on document hierarchical clustering)
outperforms Comp4 (the variant method based on sentence
hierarchical clustering) on all three datasets, demonstrating
its strong robustness.

2) COMPARISONS WITH STATE-OF-THE-ART METHODS
The Commonality-Specificity score can be combined with
the Non-redundant score and the Position score together
to score and select sentences. This section compares the
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TABLE 3. Comparison results of using documents hierarchical clustering in the proposed method and using sentences hierarchical clustering in the
method on DUC datasets. Both OursonlyCS and Comp4 use only the Commonality-Specificity score to score sentences.

TABLE 4. ROUGE scores of different methods on DUC’2004 dataset. The best performing method for each metric is indicated by *.

proposed method with existing competitive unsupervised
and supervised multi-document summarization methods,
and lists the results of the proposed method using only
Commonality-Specificity score (i.e., scoreCS) and using the
combination of three scores (i.e., scorefinal), respectively.

a: DETERMINATION OF HYPERPARAMETERS α, β , AND γ

The hyperparameters α, β, and γ in scorefinal illustrate
different degrees of attention paid to the Commonality-
Specificity score, the Non-redundant score, and the Position
score, respectively. Theoretically, α cannot be set too small
because the proposed method focuses on mining both
commonality and specificity information of documents for
multi-document summarization.

To determine the exact values of the three hyperparameters
in scorefinal, this study also builds a small held-out set by
randomly sampling 25 news sets from the validation set of the
Multi-News dataset, and sets the value of hyperparameters
k and δ as 3 and 0.9 respectively. Next, a grid search is
performed for the three hyperparameters: α, β, γ ∈ [0, 1]
with constant step of 0.1 under the condition α + β + γ = 1.
The obtained values of the hyperparameters are 0.8, 0.1,
0.1 for α, β, and γ respectively, which are consistent with
the theoretical analysis of the three hyperparameters.

b: RESULTS ON THE DUC’2004 DATASET
Table 4 compares the performance of the proposed method
with both unsupervised methods and supervised deep

learning-based methods on DUC’2004 dataset. OursonlyCS
corresponds to the proposed method that uses only the
Commonality-Specificity score to score sentences, and
OursFinal corresponds to the proposed method that scores
sentences using scorefinal, i.e., the combination of the
three scores: Commonality-Specificity score, Non-redundant
score, and Position score.

The unsupervised methods listed are some compet-
itive baselines or state-of-the-art methods for extrac-
tive multi-document summarization. This study reproduces
Centroidembedding [1] using the USE-DAN sentence embed-
ding model and lists its results on DUC’2004 dataset
to compare with the proposed method, because both
Centroidembedding and the proposed method use the same
sentence embeddingmodel but Centroidembedding is a centroid

based method. As described in [1], CentroidRun1embedding only
uses the similarity between sentence embedding and the
centroid embedding to score sentences, and CentroidRun4embedding
uses the combination of three scores introduced in [1] to score
sentences. The results of other methods are directly taken
from their original articles [20] or published materials.8

The listed supervised methods, including PG-MMR,
CopyTransformer, Hi-MAP, BART-Long-Graph, and Pri-
mera, are first trained on large datasets, such as CNN, Daily-
Mail, andMulti-News, and then tested on DUC’2004 dataset.
The results are directly taken from their original articles.

8github/duc2004-results.
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TABLE 5. ROUGE scores of different methods on Multi-News dataset. The best performing method for each metric is indicated by *.

As shown in Table 4, for ROUGE-1 measure, the
proposed method, both OursonlyCS and OursFinal, signifi-
cantly outperforms all listed unsupervised and supervised
methods. And for ROUGE-L and ROUGE-SU4 measures,
the method OursFinal significantly outperforms all listed
methods. For ROUGE-2 measure, the proposed method
achieves comparable result with the state-of-the-art methods.
The supervised methods yield worse results on DUC’2004
dataset than most unsupervised methods because these deep
learning-based methods are trained on other datasets and
tested directly on DUC’2004 dataset. The comparison results
with Centroidembedding further illustrate the effectiveness of
mining both commonality and specificity of documents for
multi-document summarization.

c: RESULTS ON THE MULTI-NEWS DATASET
This study also compares the proposed method with some
competitive or state-of-the-art unsupervised and supervised
methods onMulti-News dataset. The results of these methods
are directly taken from their original articles.

As shown in Table 5, the proposed method signifi-
cantly outperforms all unsupervised methods on ROUGE-1,
ROUGE-L, and ROUGE-SU4 metrics. By comparing with
the supervised deep learning-based methods, which are
both trained and tested on Multi-News dataset, the pro-
posed method still achieves significantly better ROUGE-1,
ROUGE-L, and ROUGE-SU4 scores than PG-MMR, Copy-
Transformer, Hi-MAP, and DynE methods. For ROUGE-L
measure, the proposed method achieves the best result than
all listed methods.

Overall, as an unsupervised and easy-to-implement
method, the proposed method achieves considerable results.
Moreover, the comparison experiments with different
variant methods prove the effectiveness of mining both
the commonality and specificity of documents for multi-
document summarization.

V. CONCLUSION
This paper proposes a multi-document summarization
method based on hierarchical clustering of documents, which
makes use of the constructed class tree of documents to

mine both the commonality information of all documents and
the specificity information of some subclasses of documents
for generating a summary. The experiments show that
the proposed method significantly outperforms the variant
methods that mine only commonality information or only
specificity information, and outperforms the variant method
based on sentences hierarchical clustering. Furthermore,
as an easy-to-implement unsupervised method, the proposed
method is superior to many competitive supervised and
unsupervised multi-document summarization methods, and
yields considerable results.

This paper has proven that utilizing the class tree
constructed by documents hierarchical clustering is effec-
tive for multi-document summarization. In future work,
we plan to explore other effective hierarchical clustering
approaches for multi-document summarization task. Addi-
tionally, we will explore suitable document embedding
representation methods for documents hierarchical clustering
and multi-document summarization task.
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