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Abstract—Before interacting with real users, developers must
be proficient in human–computer interaction (HCI) so as not to
exhaust user patience and availability. For that, substantial training
and practice are required, but it is costly to create a variety of
high-quality HCI training materials. In this context, chat genera-
tive pretrained transformer (ChatGPT) and other chatbots based
on large language models (LLMs) offer an opportunity to generate
training materials of acceptable quality without foregoing specific
human characteristics present in real-world scenarios. Personas is a
user-centered design method that encompasses fictitious but believ-
able user archetypes to help designers understand and empathize
with their target audience during product design. We conducted
an exploratory study on the Personas technique, addressing the
validity and believability of interviews designed by HCI trainers
and answered by ChatGPT-simulated users, which can be used as
training material for persona creation. Specifically, we employed
ChatGPT to respond to interviews designed by user experience
(UX) experts. Two groups, HCI professors and professionals, then
evaluated the validity of the generated materials considering qual-
ity, usefulness, UX, and ethics. The results show that both groups
rated the interviews as believable and helpful for Personas train-
ing. However, some concerns about response repetition and low
response variability suggested the need for further research on
improved prompt design in order to generate more diverse and
well-developed responses. The findings of this study provide insight
into how HCI trainers can use ChatGPT to help their students
master persona creation skills before working with real users in
real-world scenarios for the first time.

Index Terms—Chatbots, computer science education, human–
computer interaction (HCI), large language model (LLM),
training, user-centered design.
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I. INTRODUCTION

EXPERTS in the field of HCI require thorough training in
a number of techniques used to analyze potential users

and the context of the use of a computer system before it is
designed. HCI education frequently prioritizes the creation of
tangible project deliverables, such as wireframes, prototypes,
and design materials, as well as focusing on a set of thorough
communication and analysis skills for the user research that is
required for this purpose [1].

Conducting user interviews can be challenging for different
reasons, including confirmation and cognitive biases. Recruiting
the right participants and crafting effective questions for eliciting
helpful information are preconditions for obtaining valid data to
be further interpreted. Incomplete and/or poor quality informa-
tion gathered in interviews hampers a meaningful analysis of
users, tasks, and the future system environment [2], [3]. User
archetypes, such as personas, can only be adequately extracted
through a correct analysis of the context of use, allowing HCI
professionals to design, prototype, and evaluate products accord-
ing to a human-centered design approach [4].

On the other hand, the emergence of generative AI and the
rapid expansion of its use through chatbots trained by large
language models (LLMs) has offered an emerging opportunity
for learning performance reinforcement and improvement, with
Chat generative pretrained transformer (ChatGPT) currently
leading this trend due to its effectiveness and availability. In this
context, recent case studies have examined the use of chatbots
pretrained by these models with respect to the acquisition of ped-
agogical skills for trainee teachers [5], the effects on students’ in-
trinsic motivation, cognitive load, and learning performance [6],
and the use of prompting techniques to obtain quality informa-
tion and improve learning in flipped classrooms [7]. To the best
of the authors’ knowledge, however, the potential of these tools
for human-centered design learning has not yet been explored.

A. Personas Technique

In the context of HCI, the Personas technique is frequently
used to represent current and potential users of software ap-
plications, services, or other products or outputs developed by
an organization. As opposed to a user archetype, a persona
is a fictional, yet realistic representation of a potential user,
exemplifying the key context-associated attitudes of users with
respect to a specific product. The definition of a persona varies
depending on the specific approach employed, which is driven
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by the strategy devised by UX experts to identify key user
perspectives, including a selection of goals, roles, behaviors,
concerns, skills, and user knowledge [8], [9].

Personas are used a great deal in software engineering pro-
cesses that include UX activities. In their meta-study, Losana
et al. [9] evidenced that personas are well-integrated into agile
processes for analyzing target users and can be refined according
to new iterative findings. This technique is not the result of a
unified method and is applied by UX researchers according to
different approaches as documented in the literature.

1) Goal-oriented personas are the most basic and oldest ap-
proach, where archetypes are differentiated by identifying
specific and shared goals and objectives that characterize a
set of users [10]. This was the approach used to conduct our
research, since it is the most straightforward and instruc-
tive technique for teaching human–computer interaction
(HCI).

2) The role-based approach focuses on the personas’ lifecy-
cle, which includes and relates to user goals and involved
behaviors [11], [12].

3) The ad-hoc personas, conceived by Norman [13] as a
fast approach that does not require a large body of user
research, are based more on designer intuition and expe-
rience.

4) Engaging persona is a perspective defined by Nielsen [8]
and rooted in the idea that stories can produce engagement,
insight, and a better understanding of users through vivid
and realistic descriptions of characters and narratives.

A persona includes a description of attitudes and knowledge
regarding a specific context of use and a selection of key per-
sonality traits evidenced when gathering user data, typically
through observation, surveys, and interviews [14]. These traits
provide helpful clues for designers seeking user engagement and
good usability. Anvari et al. [15] studied the influence of this
technique on conceptual design. They suggested that personas
with different personalities result in a tailored design and help
to identify suitable features. Recently, Holzinger et al. [16]
proposed an adaptation of the original process to create personas
for artificial intelligence (AI), where they were shown to be
useful for designing human–AI interaction. However, personas
open a space for subjective engagement with data and may
lead to stereotypical descriptions that fail to investigate all the
user dimensions, merely focusing on behaviors and omitting
other aspects, such as fears, motivations, and beliefs [8], [17].
Far from being exclusive to the data source, subjectivity also
moves the designer interpreting the data in decision making on
which archetypes to focus on. This is even more difficult for
inexperienced professionals or learners [18], [19].

Extracting personas from the information gathered during
user research (mostly responses to interviews and records from
observation) is challenging, requiring designers to create ab-
stractions that condense information and highlight the key is-
sues to be considered in the design. Some research has been
performed on simplifying (by partially automating) the analysis
of the information collected to create the personas. Nevertheless,
the information required to extract a good set of personas has to
be of high quality [20]. Therefore, it is undeniable that good

training material, such as a quality collection of interviews,
is essential to maximize learning opportunities. If the starting
material is potentially unsatisfactory, for instance, sourced from
interviews conducted by HCI students with their users, there
is a risk that students may get sidetracked struggling with
deficient information instead of focusing on learning how to
create personas.

The rest of this article is organized as follows. Section II
reports the preliminary investigation on which this research
is based. It highlights the key findings that motivate this
work, which laid the groundwork for the subsequent methods.
Section III describes the methods followed in the research. It
covers the formulated research questions, the research design,
and the process enacted during the different steps of our method.
Section IV reports the results of the research. It comprehensively
analyzes the collected data and showcases the outcomes with
respect to the defined hypotheses. Section V discusses the results
in depth, exploring, first, the implications and significance of the
findings to discuss their strengths and limitations and, second,
the design recommendations for leveraging ChatGPT to teach
UX techniques, drawn from the insights gained during this study.
Finally, Section VI presents the main conclusions and proposes
future work.

II. MOTIVATION

Universidad Politécnica de Madrid (UPM) HCI courses pro-
vide bachelor of computer engineering students with their first
opportunity to interact with real users through a team project.
This firsthand experience exposes students to the challenges and
complexities of designing interactive systems catering to user
needs, preferences, and behaviors.

The early project work consists of planning in detail how
the user research activities are to be performed, defining the
recruitment (who, how many, how, when, and where), which
data collection methods (question- and observation-based) are to
be used, what is to be observed or asked (defining the questions,
the tasks to be observed) and preparing the materials needed to
collect the data (templates, audio/video recorders, etc.). After
students have completed the planned activities, they are asked
to analyze and specify, based on the collected information, the
three components of the context of use, i.e., users, tasks, and
environment. In the specific case of users, students are asked to
define user profiles or personas.

As HCI professors, we have observed over the years that
students gathering user information in a real scenario find it diffi-
cult to acquire the appropriate user-centered design knowledge.
Factors such as limited access to real users, time constraints
and lack of interview practice and skills are obstacles to the
collection of useful data about the context of use from real users.

Besides, the ethics of gaining access to specific user groups
or wasting professionals’ time for mere training purposes is
questionable, at least in the early training stages. All of this
highlights that a different approach is needed.

We conducted a preliminary survey of HCI course students
across two undergraduate computer engineering programs at
UPM to gain a better understanding of their perception of the
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problems that they face when performing activities related to the
analysis of real users and their context of use. The results are
reported below.

A. Preliminary Study Details

A survey was sent to 456 students enrolled in HCI courses
as part of the Bachelor of Computer Engineering and Bache-
lor of Mathematics and Informatics degree programs at UPM.
The survey included closed-ended Likert scale questions and
open-ended questions concerning their experiences and aimed
to identify problems or difficulties encountered during the user
research-related activities carried out as part of the course. In
particular, questions were designed to gather information on
interview design, execution and completeness, recruitment ac-
tivities, categorization of interviewed users, and activities related
to knowledge extraction and the definition of potential users.
The survey responses were anonymous, although the survey
respondents were known to us. This was required to encourage
participation, as students who completed the survey received a
0.5-point (out of 10) bonus to be added to their final course grade.
The study was conducted before students were given their final
grade to prevent a course pass/fail from influencing the survey
results.

B. Findings

A total of 255 students, representing 56% of the target pop-
ulation, completed the survey. The quantitative and qualitative
analysis of their responses provided the following findings.

1) Recruitment Difficulties: HCI students highlighted
several problems.

1) Scheduling conflicts between team members or potential
users, especially when they have busy schedules or con-
flicting commitments. This can lead to delays in conduct-
ing interviews and other user-related activities, impacting
the overall project timeline.

2) Complex user profiles: students often face the challenge
of finding users who fit the specific criteria required for
their projects (i.e., they had to recruit experienced soccer
trainers for a project that aimed to develop an app to
help trainers track a soccer team’s performance). Thus,
it can be challenging to identify and recruit users who can
actually provide valuable insights and feedback relevant
to the project’s objectives.

3) Issues with user participation and engagement: students
reported difficulties engaging users and encouraging their
active involvement. Some users may be hesitant or reluc-
tant to invest their time and provide input for the project.

These problems demotivate student teams. In fact, 71% of
respondents stated that they opted to recruit people from their
close circle (family and friends) to avoid such situations. This
leads to a strong bias in the resulting data and, above all, distorts
what the students learn as the situation is not realistic.

2) Lack of User Personality Variability: Quantitative analy-
sis must account for personality variability in order to obtain
the richest possible data set. Even though 74% of the students
identified different personality traits from interviewees, they did

not perceive any bias or recognize the importance of practicing
with different personality profiles. Most of these students only
identified two personalities—extroverted or shy—and did not
consider any other possible personality traits that an interviewer
may face.

From the learning perspective, students should recognize
that practicing with different personality profiles enhances their
ability to interview and collect data from a realistic and diverse
user community. A more comprehensive and representative
understanding of user experiences (UXs) can be achieved by
including individuals with varying personality traits.

3) Interview Quality Shortcomings: With respect to inter-
view question design, the evidence shows that students need
help defining and asking effective questions because of their in-
experience (14% of the students), poor definition of questions in
substance and form (24%), and unawareness of which questions
are important (52%). Regarding interview responses, 58% of the
students reported that they encountered difficulties related to the
poor quality and quantity of such responses.

From a learning perspective, students must understand that
successful data collection goes beyond simply engaging with
users, as the design of human-centered solutions requires not
only gathering but also effectively analyzing meaningful and
high-quality data from users. However, this contradicts the false
perception held by many students that the activities that they had
conducted with users were sufficient, even though they needed
help to successfully complete the milestones. Specifically, 72%
considered that they had gathered enough or all of the informa-
tion required to identify profiles/personas in stark contrast to the
above-mentioned shortcomings.

We concluded that students are only able to get enough
responses of good quality if they have recruited participants cor-
rectly, formulated their questions appropriately, and participants
are open to sharing key information.

C. Exploratory Proposal

Conversational AI applications, commonly known as chat-
bots, can provide human-like responses to user queries and
assist users to reduce their workload, improve task performance,
or provide advice in several ways. In particular, ChatGPT is
a chatbot application that uses GPT-3.5 and GPT-4, which
are transformer-based LLMs developed by OpenAI. In 2022,
these models achieved state-of-the-art performance for natural
language processing tasks, such as question answering, text
generation, and knowledge extraction from documents. Chat
apps based on GPT are conversational interfaces where models
expect input formatted in a specific chat-like transcript format
and return a completion representing a message written by the
model within the chat [21]. GPT models have become hugely
popular because they can be integrated as AI tools for building
chatbots for various purposes, such as customer service, virtual
assistants, tutoring activities, document assessment, consulting,
research, and other conversational interfaces.

Students have already taken advantage of interactive chatbots
in solutions, such as educational collaborative games, social
apps, and intelligent tutoring systems [22], [23], [24]. In our
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context, we hypothesized that ChatGPT could be used to role-
play a set of fictional users intended to perform a wide variety
of interviews designed by trainers, which can be used as input
material to train students in the Personas technique. On the
one hand, this approach allows trainers to generate abundant,
meaningful materials without too much effort. On the other
hand, such materials serve as input for trainees to learn skills
and get insights about the use of interviews to achieve helpful
information without “wasting” real users’ time. Note that this
proposal is not intended to replace fieldwork with real users and
environments. Instead, it is proposed as preliminary or intensive
training where learners are introduced to and gain knowledge of
how to gather data from the user interviews that they analyze in
order to create personas before starting any fieldwork.

As a collateral benefit, learners with little user research ex-
perience will also learn from a set of well-designed interviews,
observing the kind of questions and information that are key to
building meaningful personas.

Our proposal is that, by adequately configuring ChatGPT
through system prompts and model parameterization, bots could
simulate unique users with specific behaviors and experiences,
which could be easily interviewed by the trainers to produce
a large amount of handy material for students. The research
described in this article involves investigating how to create a
set of bots that roleplay users according to a real-world use case.
Our objective is to assess whether the resulting interviews can be
used as the basis for creating personas and how effective these
interviews are as training material for the Personas technique.

To sum up, we aimed to study and validate if, properly con-
figured and parametrized, the current version of the LLM-based
chatbot ChatGPT can generate fictitious but good-quality and
realistic information that can be used as HCI training materials.
We proposed ChatGPT due to its fast adoption, extensive use,
and impact on the scientific and educational communities.

III. METHODS

Based on this motivation, the central question of this article
posits whether an LLM-based chatbot can serve as an effective
educational tool by facilitating training in HCI activities and
particularly for the analysis of the context of use. Specifically, we
hypothesized that the ChatGPT bot, trained solely on the data of
the ongoing version, can enhance the educational experience by
simulating conversational interactions and, consequently, help
the students learn about user archetyping through personas.

A. Research Questions

Based on this hypothesis, the following research questions
were formulated.

RQ1: Can ChatGPT represent a fictional but believable user from
a proper configuration and a one-shot prompt description?

RQ2: Is it possible to employ these fictional users to generate a
set of good-quality interviews that can be used as valid input
to extract realistic personas?

If the answers to the above-mentioned two questions were
positive, we aimed to establish some criteria/patterns/guidance

on configuring ChatGPT as a conversational chatbot for user
research training.

We intend to make the results of this exploratory research
addressing these issues available to the broader HCI research
community, encompassing learners, experts, and instructors.
By proposing an approach that requires little setup, we aim to
provide a valuable contribution that individuals with varying
levels of expertise and access to ChatGPT and other LLM-based
chatbots can follow.

B. Research Design

Interviews are one of the best techniques for collecting infor-
mation to profile system users [25]. There are several types of
interviews, which vary depending on how flexible the question
definitions are (i.e., structured, semi-structured, and unstruc-
tured interviews), the number of users who are interviewed
in each session (individual interview versus focus group) or
whether the interview is carried out in person, by telephone or
via video call [26]. The choice of interview type must be made
by identifying the study requirements and analyzing the benefits
and disadvantages of each one. In this research, one of the main
requirements was that the results of the different interviews
had to be comparable. As a result, the questions always had
to be the same, and therefore we used a structured interview.
Obviously, this choice meant that we no longer had the ability
to dynamically adapt to user responses, as we would have been
able to do with a semi-structured interview. However, it ensured
that the results of the experiment were not influenced by any
such variability and could then be replicated.

To answer our research questions, it is necessary to evaluate
whether we have succeeded in simulating believable users and
if the set of generated responses to the interviews designed by
HCI trainers helped analyze the context of use. One of the main
challenges in the design of this research was the operationaliza-
tion of the evaluation of the concepts of “believable user” and
“quality set of interviews.”

As a playground for experimentation, we used the context and
data of a real project developed by the UPM’s Vice-Rectorate for
Strategy and Digital Transformation, aimed at redesigning the
university’s intranet. This project is being developed according
to a user-centered design process. At the time of research, the
context of use analysis activity had already been completed. For
this purpose, 122 university-related users (potential or real users
of the current intranet) had participated in user research (focus
groups, guerrilla tests, and 1-to-1 interviews). Analyzing the col-
lected information, the university IT Service’s UX professionals
extracted a total of eight personas following Cooper et al. [10],
[14] goal-oriented approach. They kindly allowed us to use their
user research information for our study (see top block in Fig. 1).

Our research involved the following teams, where individuals
were not allowed to be members of more than one group.

1) Research supervisor: One author coordinated the teams
and prepared and collected data during the experiment.

2) UX experts: Two authors transformed the eight goal-
oriented personas from the selected domain into a Chat-
GPT configuration. Their work covered the prompt and
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Fig. 1. Diagram of the research design, including teams, their tasks (squares
with rounded corners), and outputs (ellipses).

property configuration, and the interview design process.
They also generated the interview responses for further
evaluation (see central block in Fig. 1).

3) UX professionals: Based on the generated responses to the
interview designed by the HCI experts, the four members
of the university IT Service UX team evaluated the ca-
pability of ChatGPT to simulate users consistent with the
eight reference personas (see bottom right block in Fig. 1).
They are all members of the university’s intranet project
and have, therefore, prior knowledge of the domain, the
real users and the eight personas.

4) HCI professors: The remaining three authors had no pre-
vious knowledge of the intranet project and extracted per-
sonas from the generated interview responses (see bottom
left block in Fig. 1). They later evaluated the quality
of personas as useful learning material, as well as the
capability of ChatGPT to represent valid interviewees for
training.

Fig. 1 illustrates the whole process. First, the UX experts
interviewed the team of UX professionals and gathered all the
information needed to design the prompts for the bot that would
be used to generate the interviews. Then, the goal of UX experts
was to generate, for each of the eight reference personas, five
fictitious users to interview. In other words, 40 fictional users
and their corresponding interviews were created.

We asked the UX professionals to classify the answers gen-
erated by ChatGPT to the interviews designed by the HCI
trainers within the eight reference personas. We considered these
fictional users to be “believable” if the same professionals who
analyzed the context of use and extracted the eight personas
could match each interview with its corresponding persona.
Thus, we measured “believability” as the degree of success in
classifying the 40 interviews (RQ1).

Fig. 2. Examples of descriptive sections of a persona to be filled with infor-
mation from interviews.

The quality of the material (RQ2) (the ChatGPT-generated
answers to the interviews) was measured in two ways.

1) UX professionals: Through an assessment of the quality
of the material received from the technical point of view,
evaluating how closely it represented the domain in which
they had worked.

2) HCI professors: Through an assessment of the quality
of the material received from the educational point of
view, including its usefulness for applying the Personas
technique.

To evaluate the quality of the set of interviews as a valid input
for the persona extraction process from an educational point of
view, the team of HCI professors individually extracted their own
set of personas from the interviews provided. To rule out bias,
they were blinded to the number and characteristics of the initial
personas and did not have access to the real intranet redesign
project documentation. For ease of comparison, they were only
given the interview package and exactly the same template for
defining the personas as the model used in the original project.

Finally, a postevaluation was carried out by HCI professors
and UX professionals to quantitatively and qualitatively com-
pare the results (explained in Section III-E). We compared the
personas generated by HCI professors and the eight reference
personas developed by UX professionals. They were not ex-
pected to match 100% since there is always some degree of
subjectivity in the application of the Personas technique, espe-
cially if done individually (personas are usually the result of a
consensus among the experts involved in analyzing the collected
information) [8], [17], [18], [19]. By analyzing the alignment of
personas created by both teams, plus the soundness of the gener-
ated interviews, we can gauge the effectiveness of ChatGPT for
generating valuable content for HCI technique training, as well
as for simulating user characteristics and capturing the essence
of real users.

C. Materials—Persona Template

The persona template used consisted of a schema with a bio
and description of the persona. The bio includes a photograph,
a persona name, the persona’s role/profile, and a quote summa-
rizing the persona’s attitude, concerns, and goals. The persona
description consists of sections that should be completed with
information from the interviews, as illustrated in Fig. 2. The
sections to be completed are as follows.

1) Who am I?—Persona’s demographics.
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2) What do I do? —Persona’s role and occupation.
3) What are my daily actions? —Day-by-day interactions

with the current intranet.
4) What do I need to do? —Tasks the persona needs to

accomplish.
5) Why do I need to do it? —Motivation behind the persona’s

actions.
6) How do I stay informed? —Sources of information for

daily work.
7) What do I value positively? —What is working fine with

the current intranet?
8) What complications do I have? —What is not working

correctly in the current intranet?
9) How do I solve it today? —Strategies used to overcome

current difficulties.
This template, which the UX professionals originally used

during the creation of the eight reference personas, was given to
the HCI professors as a basis on which to build their personas
as a constraint for proper comparison.

D. Procedure for Interview Creation

We defined a procedure whereby ChatGPT would be used
to generate a collection of interview subjects (users) based on
each reference persona. The users should be different enough
from each other to give the impression that the interviews have
been conducted with different people and similar enough to
respond to the particularities of the same persona. This implied
ensuring that ChatGPT had sufficient levels of both variability
and consistency.

First, a thorough investigation was conducted of the config-
uration options offered by ChatGPT. As a result, we concluded
that there were two mechanisms on which we could act: the
prompt and the model configuration variables.

A prompt in ChatGPT refers to the initial text input or com-
mand given to the model to start generating a response. Different
types of prompts can be used.

1) Text input for conversational behaviors: A distinction can
be made between single-turn prompts, in which only the
user’s message is provided, and multiturn prompts, which
include both the user’s message and the model’s previous
response.

2) Prompt types for conversational behaviors: To configure
interactions, ChatGPT prompts can be divided into user
prompts, conveying messages or queries from the user, or
system prompts, which provide instructions and additional
information to drive the model’s behavior.

3) Prompt approach for conversational behaviors: One-shot
prompts provide a single thorough instruction as input,
allowing the model to generate a coherent response for the
new context. In contrast, multiturn prompts entail a more
continuous interaction, providing a sequence of exchanges
between the user and the model.

However, there are limitations when using only prompts
to configure a conversation and control the model’s behavior.
While ChatGPT now boasts a larger context window (the recent
conversation history that the LLM maps to generate relevant

and coherent responses), it does not have a built-in memory
of previous interactions. Therefore, it can sometimes lose the
context of a conversation. In addition, bias in the training data
influences the model’s responses and may generate inaccurate or
inappropriate information. Careful monitoring and fine-tuning
are sometimes necessary to ensure that the model’s behavior
aligns with the desired outcomes. To complement prompts,
ChatGPT can also be configured using several variables (called
hyperparameters) to customize its behavior and optimize the
conversation experience by controlling the diversity and cre-
ativity of responses. Some of the key variables for the HCI
community, which were used in this research, are as follows.

1) TEMPERATURE: This hyperparameter controls the ran-
domness of the model’s predictions in its responses. A
value close to 1 introduces more variability and creativity
in the generated text, while a value close to 0 produces
more focused and deterministic responses.

2) PRESENCE_PENALTY: This hyperparameter rewa-
rds/penalizes word repetition. When the value is positive,
the model pays a “penalty” each time it repeats a word or
phrase, which means that it can be more diverse and talk
about new topics.

3) FREQUENCY_PENALTY: This hyperparameter rewa-
rds/penalizes word frequency. When it is positive, the
model is discouraged from using high-frequency words,
which prevents repetition of phrases (line verbatim) and
can lead to more diverse or creative texts.

By tweaking the model configuration variables, we can con-
trol the diversity of the operating mode of ChatGPT as a language
model. At the same time, prompt design must ensure consistency
with the reference persona, while allowing the simulation of
differentiated users.

The general outline of a ChatGPT interview conforms to the
following model.

1) Initial simulation setup prompt.
2) The sequence of pairs (prompt-response) corresponding

to the interview questions and ChatGPT responses.
Once the available mechanisms had been identified, a pre-

liminary study was carried out to test ChatGPT operation using
different configurations of the variables and the initial prompt
in order to analyze the impact of such manipulations on the
resulting interviews. Fig. 3 summarizes the iterative process used
to configure and validate interview generation.

Although we had a ChatGPT 4 license, there was a limit of
25 interactions every 3 h at the time of the research. Therefore,
we decided to run this initial exploration using ChatGPT 3.5
Playground and its web API.

We randomly selected the data of one of the personas and pro-
posed an initial prompt instructing the bot to act like a university
intranet user (user definition). Then, all the specific persona data
were compiled in different lines (user description). Interviewing
the bot with this prompt, we discovered some interesting tips for
avoiding poor or robotic behaviors and enhancing helpful and
believable answers.

After versioning our simulation setup prompt four times, we
were satisfied with the quality of the interview, extracting some
lessons learned.
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Fig. 3. Interview generation process.

1) It is better to provide only essential information without
going into too much detail over specific data. When Chat-
GPT is flooded with information, it tries to incorporate
it all into its responses, resulting in clone-like interviews
with little space for improvisation or elaboration.

2) It is crucial to curate the tone of the interviewee. The mere
specification of age and role is insufficient to ensure, for
instance, the colloquial style of a 22-year-old student. The
reference to university members leads ChatGPT to adopt
a rather formal manner, which is not believable in most
cases. The introduction of the intended tone of the fictional
user into the user definition improves the vocabulary and
sentence structure (i.e., “as a user of the intranet, act
like a young person in higher education, using polite but
colloquial language”).

3) ChatGPT sometimes forgets some of the initial instruc-
tions during the interview and gives responses that ignore
the definition. We discovered that it is generally sufficient
to instruct ChatGPT to maintain the definition throughout
the interview to ensure consistency.

4) ChatGPT overuses lists and enumerations, resulting in un-
natural responses to questions compared to how a person
would spontaneously answer interview questions. It has
to be explicitly instructed to avoid such enumerations.

5) ChatGPT can be given several alternatives and asked to
make a choice. This is especially useful when the user
description contains a limited number of acceptable an-
swers on a particular aspect. It is also essential to remind
ChatGPT that, during the interview, it should not reveal
that it is a virtual assistant since it has a strong tendency
to use statements like “as a language model …” in its
responses.

Once the prompt strategy had been established, we generated
combinations of values for the afore-mentioned three configura-
tion variables. We chose three possible values for each variable:
0 (no effect), 0.7 (default value), and 1 (high value). Then, we
also tried values above 1 for each one.

As a result of this initial exploration, we drew some conclu-
sions about the best way to configure ChatGPT hyperparameters

for our purposes. Thus, it was verified that the following config-
uration of model variables provided the best results.

1) TEMPERATURE (range [−2, 2]): 1.0. Lower values offer
fewer creative dialogs, affecting interview believability.
A temperature above 1.0 causes poorly constructed sen-
tences with grammatical and spelling mistakes.

2) FREQUENCY_PENALTY (range [−2, 2]): 1.0. Lower
values produce repetitive sentences, which would sound
unnatural for a human being. Again, values above 1.0
cause poorly formulated and incorrect sentences.

3) PRESENCE_PENALTY (range [−2, 2]): 1.0. Lower val-
ues result in information being repeated in different re-
sponses, which is unnatural. And above 1.0, there were
again problems with sentence structure.

After the different tests run on ChatGPT 3.5 and later on
ChatGPT 4, we arrived at a prompt design with the following
structure.

1) Tell ChatGPT who the target person to be simulated is
(using a general definition like a university intranet user
or a football team coach).

2) Ask ChatGPT to answer a series of questions for a study,
applying a specific configuration of the model (in Chat-
GPT 4, this is specified using brackets).

3) Ask ChatGPT to act as a person with specific character-
istics (name, age, gender, educational level, and type of
language spoken).

4) Ask ChatGPT not to reveal that it is a virtual assistant
during the conversation.

5) Ask ChatGPT not to use enumerations in its responses.
6) Ask ChatGPT to respond to questions according to a

specification that will be delimited by “”".
7) Include the specification dependent on the context of use

(delimited by “”").
8) Ask ChatGPT to acknowledge that it has understood the

instructions.
As for the more general characteristics of the user to be

simulated (name, age, gender, educational level, and type of
language spoken), we decided to ask ChatGPT to invent a name,
age, and gender in order not to have to make specific changes
to the prompt for each user to be simulated. It proved to be
able to do so. In some cases, however, inconsistencies were
observed throughout the interview (e.g., it first answered saying
that it was a woman and then went on to respond using the male
gender). This problem may have been exacerbated by the fact
that the interviews were conducted in Spanish, given that the
university intranet project is being developed in Spanish and the
UX professionals mostly used this language during their user
research. Gender is much less explicit in English, and ChatGPT
would have behaved better in this regard if we had used this
language. To address this issue, we added an instruction that
the same name, age, and gender should be used throughout the
interview.

We found it necessary to include a final request at the end of
the initial prompt asking ChatGPT 4 (2023 May 3 version) to
answer “OK” if it had understood the instructions. This avoids
the undesirable behavior of responding to this first configuration
prompt by revealing information about itself that should only
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be provided if it is asked a question in this regard. This is not
necessary in ChatGPT 3.5 since the initial prompt text is entered
separately as a system prompt, and there is no chatbot response.
In ChatGPT 4, however, the system treats the first prompt like
any other prompt and always reacts by giving an answer. OpenAI
had not published the API for entering ChatGPT 3.5-style system
prompts in ChatGPT 4 at the time of the research.

After the preliminary study had been concluded, the UX
experts wrote eight initial prompts (one for each of the eight
reference personas, see Appendix A for an example of these
prompts). They interviewed ChatGPT five times using each
prompt, generating 40 interviews that were copied into separate
files, eliminating the initial prompt and any trace that might lead
a reader to believe that the interview had been generated using
ChatGPT.

The interview was an abridged version of the real interview
used in the intranet redesign project and was composed of eight
questions. See Appendix B for a transcript of one of the 40
answers to the interview design by the HCI trainers generated
by ChatGPT.

E. Procedure for Interview Analysis

As explained above, these 40 responses were assessed accord-
ing to a dual research procedure. Each UX professional analyzed
the generated conversations, identified critical information, and
classified the interviews within the initial personas. Each HCI
professor assessed the educational value and learning potential
of these answers. This involved considering the extent to which
the interviews effectively represented and simulated real user
interactions, the quality of the insights and resulting information,
and the possibility of “re-personification.” In our context, reper-
sonification stands for creating new personas from chatbot inter-
actions to evaluate whether interviews with ChatGPT-simulated
users are valid inputs for the Personas technique. This process
aims to replicate the workflow of a real-world UX expert in
extracting and synthesizing user data.

Interviews were shared with HCI professors and UX profes-
sionals separately according to their purpose: professors had
to repersonificate (create new personas based on the responses
given by ChatGPT during the interviews), whereas professionals
had to match the interviews to the eight reference personas used
to generate ChatGPT bots. Note, as discussed above, that we did
not expect the professors to generate exactly the same personas
as the UX professionals since persona creation is a subjective
task and the input material differed. Neither is the quality of the
original work of the professionals under evaluation. To mini-
mize possible biases on repersonification, each HCI professor
was assigned an unnamed set of 22 out of the 40 interviews,
corresponding to 5 or 6 personas out of the 8 original personas,
and different numbers of interviews per persona were included
in each set (from 2 to 5). We tried to minimize the possibility
of inferring a global data pattern from the structure of already
identified personas. We ensured that each of the original eight
personas was assigned to two different HCI professors, although
they received a different (albeit overlapping) input set of in-
terviews. Then, they were each asked to design their personas
individually using the same template as the professional team.

Similarly, each professional member separately tried to match
interviews to the existing personas.

At the end of the procedure, the members of both teams were
asked to complete a questionnaire about their experience in
order to measure the quality of the interviews. Questionnaires
consisted of two subsets of Likert and open-ended questions
adapted to each team for different measures. The metrics were
inspired by Han et al. [27], which addressed the design of effec-
tive interviews with chatbots. Both questionnaires (see Table VI
in Appendix) aimed to assess the following aspects.

1) Interview design: Questions related to measuring the qual-
ity of the interview design, which is the basis of the exper-
iment for data extraction from the bot as interviewee. This
included the order, number, and definition of questions.

2) Informativeness: Questions related to how relevant the
information provided by bot answers were for extracting
knowledge enabling HCI designers to create meaningful
user archetypes in the shape of personas. This included
the difficulty of gathering data regarding HCI/UX expert
skills. This section contained four questions for professors
and two extra questions for professionals to compare
insights and soundness with their previous personas.

3) Soundness: Questions related to measuring the coherence
of answers about their self-experience as HCI designers
with real users. This included identifying useless infor-
mation, contradictions, unelaborated responses, ease of
explanation, etc.

4) Learnability/educational utility: For HCI professors only,
these questions measured the potential of the responses
generated to the designed interviews being used as learn-
ing content for personas training. This subset of questions
was omitted for professionals, as this issue is beyond their
field of expertise.

5) UX: These questions aimed to measure how closely bots
emulated real interviewees with a view to effective user
interviewing practice. This included measuring the capa-
bility of detecting behaviors, attitudes, patterns, simulated
background, and possible emotions and their alignment to
produce a bot that is consistent as a potential user. This
section contained eight questions for professors and two
extra questions for professionals to measure the proximity
of the responses to the domain on which this case study is
based.

6) Ethics: We included questions to evaluate the interview
ethics where private and sensitive information, fictional
or otherwise, could have been exposed.

IV. RESULTS

A. Repersonification by HCI Professors

Each HCI professor received 22 out of the 40 answers gen-
erated by ChatGPT and the template to create the personas.
Of the eight original personas used to configure the ChatGPT
bot, seven were identified by the HCI professors. Only the new
(administrative) staff persona was not recognized.

Table I shows the results of the repersonification performed in-
dividually and separately by the three HCI professors, detailing
the match that they each achieved. Overall, professors correctly



1494 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 17, 2024

TABLE I
RESULTS OF THE REPERSONIFICATION PERFORMED BY HCI PROFESSORS

Fig. 4. Aggregated results of the quantitative questionnaire for HCI professors.

assigned the interviewees to the original personas in 90.91% of
the cases.

B. Match With Original Personas by UX Professionals

In this case, all UX professionals received all the interviews
and assigned them to the existing personas. All the profession-
als were able to match all the interviewees to their respective
persona, achieving a 100% match.

C. Questionnaire Responses

Table II shows the responses provided by the HCI professors
to each question, whereas Fig. 4 synthesizes the results grouped
by categories. Finally, Table III summarizes the responses to the
open-ended questionnaire questions.

In addition, Table IV shows the responses provided by the UX
professionals to each question, whereas Fig. 5 synthesizes the

TABLE II
RESPONSES TO THE LIKERT-BASED QUESTIONS BY HCI PROFESSORS

TABLE III
RESPONSES TO OPEN-ENDED QUESTIONS BY HCI PROFESSORS
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TABLE IV
RESPONSES TO THE LIKERT-BASED QUESTIONS BY UX PROFESSIONALS

Fig. 5. Aggregated results of the quantitative questionnaire for UX profes-
sionals.

results grouped by categories. Finally, Table V summarizes the
responses to the open-ended questions of this questionnaire.

D. Research Question 1

The first research question is whether ChatGPT can represent
a fictional but believable user from a proper configuration and a
one-shot prompt description.

The quality of the answers provided by ChatGPT to the
interview designed by the HCI trainers was evaluated based
on two questionnaires: one questionnaire for HCI professors
and a slightly different one for UX professionals (see Fig. 4
and 5). In general, the interview items were better rated by
professionals than by professors, which is probably because
the UX professionals were already acquainted with the project
personas and they performed a simpler task (classification) than
the HCI professors (creation of personas). Below is a summary
of the main findings by questionnaire section.

TABLE V
UX PROFESSIONAL RESPONSES TO OPEN-ENDED QUESTIONS

1) Interview design: UX professionals gave very positive
feedback (almost 90% of good or very good, and no
negative responses), whereas HCI professor feedback was
less positive (almost 60% of good or very good, and
some negative responses). The main issues identified by
professors were missing questions or missing information
required to create personas (especially the section on how
users currently solve the problems that they encounter).
Note that the number of interview questions was reduced
on purpose to make the research more manageable and
deal with the use-time constraints imposed by ChatGPT.
Moreover, some information was missing or very concise
in the original UPM intranet project personas, and, there-
fore, we were unable to provide ChatGPT with enough
information in the initial prompt without inventing details.
As a result, ChatGPT could not provide this information in
its responses. This aspect could be easily improved in the
future by extending the amount of information included
in the prompt. This could be done by designing longer
interviews and by improvising new questions throughout
the interview in order to further explore issues on which the
information initially provided by ChatGPT is considered
insufficient.

2) Response informativeness: Again, the feedback from UX
professionals is much better than from HCI professors
(90% versus 65% of good or very good responses). Pro-
fessors found it easy to create the personas based on the
interviews, even though some information was missing.
The additional two questions answered by the profession-
als did not provide any further findings.

3) Response soundness: UX professionals again provided
more positive feedback than HCI professors (almost
90% compared to 70%) regarding the consistency of the
responses related to their own experience with real users.
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The most interesting finding is that there is disagreement
on whether or not the responses were too short. This
highlights some differences in the personal preferences
of professionals/professors. All the other points were well
rated.

4) Learnability: Only HCI professors completed this section
only, with around 65% giving ratings of good/very good.
They agreed that the interviews were simple enough, but
two professors were noncommittal with respect to whether
they were suitable for learning how to create personas.
This issue was probably influenced by the deficiencies
noted in the interview design (missing questions) and
content (missing information).

5) UX: There is more agreement between experts and pro-
fessors on this issue, with good/very good accounting
for around 65% of responses. It is also the issue that
attracted the most negative responses. Expectedly, the
ChatGPT-generated answers to the interview designed by
the HCI trainers were regarded as only partially natural and
believable. A significant issue is interview repetitiveness.
We found that, when given a list of alternatives, ChatGPT
preferred some options over others, with an uneven dis-
tribution that had not been anticipated during the prompt
creation process. Further research needs to investigate how
to improve response randomization.

6) Ethics: This is the issue with the best results for both
groups. Only one of the professors found that the responses
were not fully ethically accountable because of the uneven
gender distribution of the synthetic users that were created.
ChatGPT had been asked in the prompt to select a random
name and gender (in this order) for each new intervie-
wee. We discovered that the proportion was balanced by
interchanging this order.

As far as the responses to the qualitative questions are con-
cerned, the main findings were as follows.

1) The interviews sounded repetitive, and the responses to
some questions were, in some cases, the same. This is
because the prompts and settings were designed to rule
out the possibility of ChatGPT inventing responses for
this controlled experiment.

2) The responses were superficial and did not provide enough
information. ChatGPT was mostly unable to expand on the
information given in the prompt.

3) Language inconsistencies were detected. In one case, the
“user” was an international student claiming not to speak
Spanish (the interview language) who produced responses
in excellent Spanish. Second, there were some, but not too
many, gender inconsistencies. We believe that this is partly
due to the use of Spanish for the interviews, as ChatGPT
is more limited to non-English languages.

4) The interviews did not contain all of the information that
was required to complete the personas template. This is
due to missing information in the original personas.

5) Finally, the classification of the interviews into personas
was straightforward given response repetition.

In summary, even though there are some issues with the
generated answers to the interviews, mostly associated with

the constraints imposed by the study, the answer to RQ1 is,
according to the results of the evaluation, positive. When each
interview is considered separately, the UX professionals and
HCI professors found them to be believable users in the context
of the system.

Further research is needed to improve the prompts and settings
so that the system can provide better and more diverse interview
responses, bearing in mind that the goal is to create a set of
different interviews based on a single prompt.

E. Research Question 2

The second research question is whether it is possible to em-
ploy these fictional users to generate a quality set of interviews
that can be used as valid input to extract realistic personas in a
training situation.

This has been tested in the experiment in two ways. First, the
UX professionals unequivocally matched all the interviewees
with their respective persona. This means that the process used
to create the prompts from the personas enables ChatGPT to
provide the correct information in response to interview ques-
tions.

Second, and more importantly, the HCI professors were able,
except in one case—the persona representing a new administra-
tive staff member—to analyze the set of interviews and create
new personas that matched the original ones.

A detailed analysis of the interviews for that specific persona
revealed that it represented staff from different services, and the
professors tended to classify staff based on their service rather
than on the fact that they were all new to the university.

In summary, the response to the second research question
is also positive, despite the abovementioned limitations found
in the set of interviews. The major limitation of the collection
of interviews is the repetitiveness of their content, which was
mainly due to: 1) the prompts limiting the possible responses that
ChatGPT could provide in order to maximize consistency and
2) the mismanagement by ChatGPT of the possible alternatives,
with a nonuniform distribution of the chosen option.

V. DISCUSSION

A. Strengths, Flaws, and Possible Biases

This exploratory research has demonstrated the viability of
using ChatGPT to impersonate users and answer interviews
provided that the user characteristics, needs, and expectations
are described in an appropriate prompt. It has also demonstrated
the feasibility of generating several different interviews based on
a single prompt, albeit with some issues with regard to reduced
response diversity.

This is, in fact, the major flaw of the approach applied in this
research. The prompts created for each persona tried to force
ChatGPT to provide correct answers by listing several valid
alternatives for each user feature, behavior, or need. The current
versions of ChatGPT have shown two limitations in this respect.
First, ChatGPT did not elaborate on these responses and merely
copied the answers verbatim in its dialog. Second, ChatGPT did
not apply a good random selection of the alternatives, choosing
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some options much more frequently than others. This led to
excessive repetition among the interviews generated for the same
persona.

In the future, we will explore options for ChatGPT to rephrase
the concepts expressed in the prompt in several ways, as well as
the possibility of using the new ChatGPT Code Interpreter plug-
in, which can interpret Python code, to program a randomizer
algorithm to select alternatives.

Regarding ChatGPT behavior, gender selection was wholly
biased towards males. We asked ChatGPT to select the gender of
the interviewee, resulting in 39 males out of 40 interviewees. We
need to explore whether this may have been influenced by the use
of gender in the prompt, given that Spanish is a strongly gendered
language, which may have induced ChatGPT to consider itself
male. Another possibility is that the gender bias directly derives
from how the GPT has been trained.

Finally, we believe that the research that was conducted, and
especially the repersonification, may be subject to some bias.
The HCI professors were not informed about the initial personas
and had to identify them based on the information included in
the answers provided by ChatGPT. However, the project topic
(the university intranet) is closely connected to the daily work of
the professors, who are familiar with and use the intranet tools
and who are also acquainted with the major types of user roles
(students, administrative/services staff, and professors).

B. Design Recommendations

One of the major challenges in developing a robust model for
interviews and reliably configuring our synthetic characters was
the restriction imposed by OpenAI, which limited the number of
prompts to 25 every 3 h when using ChatGPT 4. This limitation
significantly impacted the efficiency of our trial-and-error pro-
cess. Consequently, we chose to refine our experiments using
the unrestricted sandbox offered by ChatGPT 3.5, with the
expectation of smoothly transferring our results to the latest
version later.

While most of our assumptions held true across both versions,
transitioning our configuration to ChatGPT 4 was not seamless.
Interviewees behaved differently, which meant that much of the
fine-tuning work had to be repeated in the new platform. Surpris-
ingly, changes to the configuration parameter ranges (extended
to include negative values in ChatGPT 4) did not affect the
behavior of our fictional characters, and the previously selected
values continued to work satisfactorily. However, we had to run
another trial-and-error process to retune the manner in which
instructions were given in prompts, as interviewee behavior
changed subtly, impacting the believability of the results. For
example, bot instructions to use “colloquial language” for a
young student resulted in the expected language register in
ChatGTP 3.5. In ChatGPT 4, however, the same instruction
provoked the use of overly casual language in the student
interview. Thus, the prompt had to be refactored to request
“colloquial but polite language.” A key recommendation is not
to assume that both versions will behave similarly, emphasizing
the importance of using the same version for both experiment
design and execution.

Concerning interview design, our initial version drew inspi-
ration from the interviews UX professionals crafted for their
user research in the intranet project. It comprised 11 questions
aimed at extracting interesting information and delving deeper
into valuable details with each successive question. However, we
found that ChatGPT attempted to offer all related information
about the subject in response to each new question. This led to
peculiar interviews where nearly all information was revealed
in the early questions, and subsequent questions redundantly
provided the same information. To address this robotic, repet-
itive behavior, we simplified the interview to eight questions,
including an introductory item. Each question focused on a
specific topic, and subsequent questions were designed not to
gather further information on the same topic. Our observation
indicates that ChatGPT does not consider the option of rationing
its information for later questions and tends to share all its
knowledge as soon as possible. A potential solution for more
natural results may be to provide the entire list of questions and
ask ChatGPT to generate the complete interview. Alternatively,
concise interviews appear to yield better results.

We also found that, unless clear instructions are provided,
there is no guarantee of diversity if the choice of the variability
in responses of individuals with similar profiles is left to the
model. The system tends to use all the information to which it has
access in each interview, resulting in responses that are overly
homogeneous. To address this, we employed two strategies.
When variability depended on a possible attribute value, we
instructed the model to select it randomly, either freely (e.g.,
“make up a name”) or from a range of accepted values (e.g.,
“choose an age between 21 and 26 years”). When the variation
depended on selecting from a set number of options, we directly
asked the model to choose the desired number of items from a
list (e.g., “choose only two tools that you usually access from the
intranet from the list delimited by parenthesis and separated by
a semicolon: [ …]”). In this case, our unconfirmed impression
is that the system attaches more importance to the first items on
the list. Further research is needed to establish a better strategy
for randomization.

VI. CONCLUSION AND FUTURE WORK

The research described in this article is a first step in the use of
ChatGPT to enhance learning about user research as part of HCI
courses. When given adequate instructions through prompts and
settings, this chatbot can impersonate users providing informa-
tion on who they are, their needs, and what issues they have. In
addition, the same one-shot prompt can be used to generate a
set of different interviews, although more research is needed to
improve the diversity of the system responses.

In this process, we have learned some valuable lessons.
1) It is crucial to have a good understanding of how a given

LLM-based chatbot works and the settings and prompts
that can be used to give instructions. The quality of the
responses provided by the system impersonating a user
depends on the prompt contents and selected parameters.
Different versions of the same chatbot can even lead to
significant differences in the results.
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2) When designing the prompts, it is essential to strike the
right balance between constraining system responses to
exclusively correct answers and giving it enough flexibil-
ity to avoid repeated responses. So far, trial-and-error has
been the only way to achieve such a tradeoff. However,
we expect new system capabilities (like code interpreters)
to facilitate this task.

The results of this research are encouraging, and we plan
to conduct further research in the future on the application of
ChatGPT and other chatbots as tools to enhance user research
learning. Two initial activities are planned. First, as a continu-
ation of the reported research, an LLM-based chatbot will be
used to enable students to practice the creation of personas
from a set of interviews. Given a specific subject, the professor
will use the bot to generate a set of interviews based on some
pre-defined personas. Then, students will analyze the result-
ing interviews to identify and populate personas descriptions.
Second, a LLM-based chatbot will be used to help students
practice interview skills. The professor may set up an interview
session with a one-shot prompt and then let the students freely
interview the user impersonated by the system to gather as
much helpful information as possible. We expect this exercise
to raise student awareness of the importance of the quality of
the questions that they ask and to improve their interviewing
proficiency. Our study marks a step towards integrating these
AI technologies into HCI training by using ChatGPT to generate
training materials. In no case does it intend to replace real users,
which are the foundational basis of human-centered design. The
use of ChatGPT not only showcases the practical applications
of LLMs but also gives a glimpse of a future where they become
an integral part of educational frameworks. As we continue to
explore, interact, and refine these technologies, the possibilities
for enhancing and transforming educational practices in HCI are
promising.

Indeed, through this approach, we aspire to contribute to the
growth and development of the HCI learning community.

APPENDIX

A. System prompt for the persona of Lucas (reduced version)
You are a user of a university intranet.
As an intranet user, act as a young person who uses colloquial

but polite language, making up a name, a gender, and an age
within the range of 21 and 26 years that you will maintain
throughout the interview.

Respond to my questions for a context of use study. Do not
reveal that you are a virtual assistant during the conversation.
Answer, without enumeration, with the following description
delimited by triple quotes:

“”"
you are studying engineering at the university,
you are finishing your degree,
you use the intranet very sporadically,
you use your computer and smartphone to access the intranet,
choose only one of the options delimited by parentheses and

separated by a semicolon as activity in the university:
(

1. you are working as an intern;
2. you are doing curricular internships at a research group at a

school of the university;
3. you are doing curricular internships at a company;

),
choose only one of the options delimited by parentheses and

separated by a semicolon as something you don’t like about the
intranet:

(

1. you find it difficult to find the information on the university’s
intranet;

2. you do not think the intranet is well adapted for consultation
from a smartphone;

3. you find it difficult to access information and regulations
regarding scholarships on the university’s website;

4. you think that WhatsApp groups and conversations with
friends are more useful for keeping up to date;

5. you find that the institutional language that the university uses
on the intranet is overly formal and uninviting;

),
…
“”"

B. Example of interview in GPT-4 (translated from Spanish)

-Interviewer: Hello, I am collecting information for a study
of the context of use of the university’s intranet. Can I interview
you?

-GPT as Lucas: Hello! Sure, I would be delighted to help you
with your study. Ask whatever you need.

- I: To begin with, please introduce yourself: What is your
name, how old are you and what are you doing at the university?

- G: Hello! My name is Lucas, I am 24 years old, and I study
engineering at the university. In addition, I am doing curricular
internships in a research group at the university’s school.

- I: How often do you use the university’s intranet?
- G: The truth is that I only use the university’s intranet very

sporadically. I don’t have much time or get the chance to check
it out as often as I would like.

- I: What device do you use most often to access the intranet
and why that device?

- G: I don’t have a device that I use more frequently, the truth
is that both my mobile phone and my computer are my allies
in this. When I am out or on the move, my mobile phone is the
quickest and most practical option. But if I am at home or in the
library, I prefer the computer because I can see everything on a
larger screen.

- I: What corporate applications do you access through the
intranet?

- G: Well, most of the time I use the intranet to access Moodle
and Webmail. I also use the intranet occasionally to request
to borrow books from the library and to know my situation of
approved credits for the degree and the ones I have yet to pass.

- I: What information do you get from the intranet for your
daily work?
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TABLE VI
LIKERT QUESTIONS USED FOR EVALUATING INTERVIEWS FROM BOTH TEAMS

- G: Mainly, I use the intranet to check my institutional email
through Webmail and see if I have messages from my professors
or from the administration. I also use Moodle to see updates on
my courses, submit assignments, review grades, and sometimes
participate in discussion forums. In addition, it also helps me
keep track of my academic credits, to know what I have left to
take and how my progress in the degree is going.

- I: What do you like most about the intranet?
- G: I like that the intranet allows me to have all the resources

I need in one place. For example, being able to access Moodle
and my university email from the same place is very useful. In
addition, the possibility of seeing information about my credits
and the progress of my degree is really convenient.

- I: What difficulties do you encounter in using the intranet?
- G: Although the intranet is quite useful, I find it complicated

to find information in the university’s intranet. Sometimes I feel
that the information is scattered and it’s not always easy to get
to what I need quickly and easily. This can be a bit frustrating,
especially when I have little time.
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