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ABSTRACT Intent recognition in few-shot scenarios is a hot research topic in natural language
understanding tasks. Aiming at the problems of insufficient consideration of fine-grained features of the
text and insufficient training of features in the process of model fine-tuning, the Triple Channel IntentBERT
and Orthogonality Constrained Multi-Head Attention Model (TMH-IntentBERT) is proposed. The part-
of-speech features, word features and keyword features are combined to extract fine-grained features of
data. And the a priori knowledge of the text is fully utilized. Context information is captured through
multi-head attention to learn diversified representations. At the same time, the context and score vector
regularization terms are added to reduce the position and representation redundancy between heads and
enhance the diversity. The experimental results show that on the public dataset, the TMH-IntentBERTmodel
has a minimum increase of 0.63%, 0.73%, 0.79%, and 1.10% in accuracy, precision, F1 value and AUROC
compared with CONVBERT, TOD-BERT, WikiHowRoBERTA, IntentBERT and DFT++, respectively.

INDEX TERMS Intention recognition, few-shot, feature fusion, multi-head attention, IntentBERT.

I. INTRODUCTION
Intelligent dialogue systems have brought a lot of conve-
nience to users with the coming of the era of artificial
intelligence [1]. Intent recognition, as an important module of
spoken language understanding, is the key to the composition
of human-computer dialogue systems [2]. Fine-tuning pre-
trained language models on large-scale annotated datasets
has been favored by many scholars in intention recognition
tasks [3]. But when new domains such as neocoronary
pneumonia emerge, they usually contain very few exam-
ples of data. And constructing large annotated datasets
is time-consuming and laborious [4]. Therefore, studying
intention recognition in few-shot scenarios becomes more
important [5].

The research of intention recognition mainly includes the
method based on rule template [6], machine learning [7]
and deep learning [8]. Among them, the method based on
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deep learning is the current mainstream technology. Many
researchers and scholars have conducted in-depth studies
on deep learning-based few-shot intention recognition tasks.
With the coming of the era of large language models
(LLMs), pre-trained language models are widely used [9].
Many scholars have fine-tuned them based on BERT, and
the accuracy of intention recognition has been improved
largely. Compared to LLMs such as GPT, BERT requires less
computational resources and memory while being easier to
fine-tune and customize. Therefore, in this paper, we choose
to study the BERT-based model and later use it for a few-shot
intent recognition task in a task-based dialog system.
Although LLM’s few-shot prompting requires less data,
due to its richer linguistic knowledge and representational
ability, BERTwill be more comprehensive and accurate when
dealing with few-shot learning on a single task. Aiming at
the problems of high computational cost and poor gener-
alization ability of traditional intention recognition models,
the BERT-FNN intention recognition model was proposed
by Zheng and Ren [10]. Two BERT-based vectorization
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types, word embedding and sentence embedding, were used
by Kapočiūtė-Dzikienė et al. [11] to solve the problem
of cross-domain intent recognition without training data.
The performance of the model is improved to a great
extent through the above channel fusion technique. A one-
dimensional convolutional neural network and bi-directional
long and short-term memory for intent recognition model
was proposed by Chen et al. [12], which utilizes 1D CNN(1
Dimensional CNN - for scalar multiplications and additions)
to perform convolutional operations on the target sequences,
and BiLSTM to capture the dependencies at longer distances.
By using standard supervised training with about 1,000
marked utterances in a public dataset, a pre-trained model
called IntentBERT was proposed by Zhang et al. [13].
It can be directly applied to target domains with significantly
different pre-trained data. And it is significantly better
than the few-shot intent recognition of existing pre-trained
models. The above methods improve the accuracy of intent
recognition to a large extent. But only the sentence-level
information of the text data is utilized. And there are some
limitations in processing the data. The fine-grained features
of the text are neglected. Aiming at existing sentiment
analysis methods suffer from the problem of not being
able to obtain deeper semantic connections between words,
a multi-channel feature fusion sentiment analysis model
based on the attention mechanism was proposed by Chen and
Azragu [14]. The part-of-speech vectors, positional vectors
and dependent syntactic vectors are combined into the model
separately. The ability of the model to mine deeper sentiment
semantic features has been improved a lot. Inspired by
the above model, based on IntentBERT, lexical features
and keyword features are fused in this paper. The a priori
information of text data is deeply mined, and orthogonally
constrained multi-attention mechanism is utilized to allocate
the weights of each channel while learning contextually
diverse representations.

The rest of this paper is organized as follows: Section II
reviews the work related to this study. in Section III, the
framework of the proposed intention recognition model
TMH-IntentBERT is given, and the components of the frame-
work are introduced in detail. In Section IV, we show the
experimental research and analysis of the TMH-IntentBERT
model. Section V summarizes the conclusions of this paper
and future research directions.

II. RELATED WORKS
A. FEATURE FUSION
Feature fusion is combining and making full use of different
features to improve the performance of the model. It has a
wide range of applications in various fields such as intention
recognition. A traditional machine learning approach based
on multi-feature extraction was used by Qiu et al. [15]
to improve the accuracy of intent classification. The fea-
ture fusion method was used by Hua and Liu [16] to
enhance the data and supplement the new category samples.

A dynamic multi-channel fusion mechanism was proposed
by Zhou et al. [17]. GAT and BERT are used to obtain
syntactic and semantic information of sentences respectively.
And the multi-head attention mechanism is used to construct
the connection between the two channels. A deep multi-scale
feature fusion module was designed by Yu et al. [18] to
interact with feature information of different scales. It has
good robustness and generalization ability.

The above feature fusion method fuses different features
for text tasks to improve the accuracy of text classification.
However, there is a certain difference between the intention
recognition task and the text classification task. The keywords
in the intention recognition task are particularly important,
so extracting important features is a key step in the accuracy
of intention recognition. The Intentcapsnet was proposed
by Xia et al. [19] to extract semantic features in discourse
to distinguish existing intentions. The intentcapsnet-zsl was
proposed to learn by giving zero-sample learning capability
to intentcapsnet. On this basis, the feature extraction ability
of IE-BERTcps-net was used by Xue and Ren [20] to
extract important features. And then further the feature was
used to guide the aggregation process of capsule network,
which greatly improved the effectiveness of identifying
unknown intentions.For single-feature text classification
tasks, the quality of feature extraction affects the accuracy
of classification. It is still a great challenge to improve the
accuracy by fusing important features in the field of intent
recognition.

To further improve the accuracy of intent recognition,
many scholars have begun to study the methods of multiple
feature fusion. To solve the problem that the intent recog-
nition model does not perform well on short texts due to
data sparsity, an intention recognition model was proposed
by Liu and Xu [21]. Features extracted from TF-IDF, CNN
and LSTM are combined to enhance short text features.
And the attention mechanism is used to assign weights.
Aiming at the problem of insufficient feature extraction
when the current deep learning method is used to deal with
the intention recognition task, a dual-channel feature fusion
intention detection model was proposed by Wang et al. [22].
Pooling operation and capsule network are used to extract
features to form dual-channel features. The above channel
fusion technology has greatly improved the performance of
the model, and the accuracy of intent recognition has been
largely improved. But the text prior information is not fully
utilized.

B. FEW-SHOT INTENT RECOGNITION
Intention identification is to identify the potential intention
of a given utterance. To accurately identify the intention
of the user, many pre-trained language models have been
proposed. A dual-encoder model USE-ConveRT using a
retrieval-based selection task for pre-trained was studied
by Henderson et al. [23]. Zhang et al. [24] pre-trained a
language model DNNC on about 100 million annotation
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samples for intent recognition. Aiming at the problem of
irregularities caused by short spoken texts, lack of complete
context and mixed multilingualism, a mixed Chinese-English
bilingual intent recognition model based on multi-feature
fusion was proposed by Hu et al. [25]. The Word2vec and
multilingual wordnets are combined to mask the differences
between different languages. Aiming at the problem that
user query terms are vague and cannot be interpreted with
certainty, a hybrid deep neural network model was proposed
by Xu et al. [26]. Intermediate categories are automatically
generated using query logs for fine-grained query intent
clarification. The performance of query intent categorization
is effectively improved. The above models are mainly applied
to large-scale datasets and do not take into account the
application to few-shot datasets.

The intention recognition task in few-shot scenariosmainly
addresses the time-consuming and laborious problem of con-
structing large-scale datasets. A lot of research on few-shot
learning intention recognition for emerging categories has
been carried out by scholars. A dynamic semantic matching
and aggregation network for few-shot intent detection was
proposed by Nguyen et al. [27]. Semantic components are
extracted from discourse through multi-head attention and
additional dynamic regularization constraints. In addition,
to address the problem of slot nesting in multi-intention
recognition, a multi-dimensional type-slot label interaction
network was constructed by Wan et al. [28]. It enhances
the correlation between intention and slot and provides more
sufficient information. The above pre-trained model achieves
an improvement in the effectiveness of the intent recognition
task on a few-shot dataset.

C. MULTI-HEAD ATTENTION
The attention model is a standard component of deep
learning networks and widely used in text categorization
tasks. A syntactic-aware local attention model was proposed
by Li et al. [29]. The syntactic knowledge of BERT was
combined into the local attention mechanism to focus on
syntactically related words. The efficiency of BERT has
been improved by combining the syntactic knowledge of
BERT into a local attention mechanism. The CNN was
used by Ma et al. [30] to extract spatial features, and the
Bi-LSTMwas used to extract temporal features. The attention
mechanism was used to assign weights to the two channels
for weighting. Attention-based models can benefit from
more focused attention on localized regions. The multi-head
attention mechanism captures different situations through
multiple individual attention functions. The multi-head
attention mechanism is a supplement and development of
the attention mechanism. To enhance the diversity among
multiple attention heads, three inconsistent regularization
methods were proposed by Li et al. [31]. The above methods
were applied to the subspace, attention location and output
representation of each attention head, respectively. Multi-
head attention has position and representation redundancy,

FIGURE 1. The diagram of multiple attention framework.

resulting in insufficient richness between heads. To solve this
problem, a multi-head attention mechanism of regularization
technology was proposed by Lee et al. [32]. The above
attention method deeply mines the semantic relationship of
the text and provides new ideas for the subsequent intention
recognition task.

In recent years, the attention mechanism has been
widely used in various fields. In the field of intention
recognition, it has been applied to obtain context informa-
tion. An attention-based convolutional neural network was
proposed by Hou et al. [33] to effectively optimize the
weight of global features and local features. It improves the
accuracy of intent detection greatly. To enable slot semantics
fully integrate intent information, a heterogeneous attention
mechanism was proposed by Hao et al. [34]. A federated
model was proposed by Wei et al. [35] with a wheelchart
attention network that is able to directly model interrelated
connections. To address the problem of intent recognition in
multimodal scenes, an adaptive multimodal fusion method
based on an attention-based gated neural network was
designed by Huang et al. [36] to eliminate noisy features. The
above attention mechanism approach improves the efficiency
of the model and the accuracy of intent recognition. But
fails to fully consider the problem of information redundancy
between the heads of multi-head attention has not been
sufficiently taken into account.

The diagram of multiple attention framework is shown in
Fig.1.

In Fig.1, Q,K and V are fixed single values, followed by
a linear layer. The scaled dot-attention product has n heads,
which are concatenated and passed into the linear layer.

Aiming at the problem that the traditional intention recog-
nition model fails to fully consider the text prior information
and the model hidden layer information, Triple Channel
IntentBERT and Orthogonality Constrained Multi-Head
Attention Model (TMH-IntentBERT) is proposed. The final
text representation is obtained by fusing the part-of-speech
features, word features and keyword features of the text.
It extracts the fine-grained features of the data and makes full
use of the prior information of the text. The multi-head atten-
tion mechanism is utilized to focus on different subsequences
to learn diverse representations. Context and score vector
regularization terms are utilized to constrain multi-head
attention to reduce position and representation redundancy.
Meanwhile, the diversity between attention heads has been
enhanced.
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III. TRIPLE CHANNEL INTENTBERT AND
ORTHOGONALITY CONSTRAINED MULTI-HEAD
ATTENTION MODEL
To address the lack of priori information about the text of
existing models, insufficient consideration of fine-grained
features of the text and insufficient training of features in
the process of model fine-tuning, the Triple Channel Intent-
BERT and Orthogonality Constrained Multi-Head Attention
Model(TMH-IntentBERT) is proposed. TMH-IntentBERT
contains four parts: the data process layer, the feature fusion
layer, the orthogonality constrained multi-head attention
layer, and the fully connected layer. Firstly, in the data process
layer, the text is segmented, the stop words are removed,
and the case conversion is performed. Secondly, the part-of-
speech features, word features and keyword features are fused
in the multi-channel feature fusion layer to obtain the fusion
vector. Then, the fusion vector obtained by the upper layer is
input into the orthogonality constrained multi-head attention
layer to obtain context information. Finally, the final intent
label is obtained through the fully connected layer.

The framework of the TMH-IntentBERT model is shown
in Fig.2.

A. DATA PROCESS LAYER
Word segmentation, stop words removal and case conversion
on English text are performed in the data process layer. And
the intent text is vectorized. The pre-trained language model
BERT is used by the TMH-IntentBERT model to vectorize
English text. In the word vector layer of BERT, the sum
of the word vector, text vector and position vector are used
as the input of the model. The vectors generated by BERT
pre-trained solve the problem of multiple meanings of a word
compared to static word vectors such as one-hot. And feature
extraction is enhanced compared to dynamic word vectors
such as ELMO. The schematic of BERT is shown in Fig.3.

Token Embeddings are used to convert words into fixed
dimensions. The first word is the [CLS] for subsequent
classification tasks. Segment Embeddings have only two
vector representations of 0 and 1 to distinguish two sentences
in a sentence pair. Position Embeddings are used to solve the
problem that Transformers cannot encode the order of input
sequences.

B. FEATURE FUSION LAYER
The word features of the text are obtained through the data
process layer. NLTK and Rake_NLTK (Rapid Automatic
Keyword Extraction algorithm) are used in the feature fusion
layer to obtain the part-of-speech features and keyword
features respectively. The above three features are formed
into a fusion vector. Among them, to take into account
textual fine-grained features, part-of-speech features are used
to leverage textual a priori information. Keyword features are
calculated by the frequency of words in the text to find hidden
information in the text. Feature fusion can effectively improve
the accuracy of intention recognition.

FIGURE 2. The framework of the TMH-IntentBERT model.

FIGURE 3. The schematic of BERT.

In the feature fusion layer, the features of the three
channels of part-of-speech features, word features and
keyword features are fused. By fusing the features, the hidden
information in the text is fully mined, and the model intention
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FIGURE 4. Feature fusion process.

recognition ability is improved. The feature fusion process is
shown in Fig.4.

1) PART-OF-SPEECH FEATURE
The part-of-speech feature is a vector representation of the
grammatical attributes of a word. Taking a single word as a
unit, it is divided into different categories according to the
grammatical rules of the language used and the meaning of
the word itself. NLTK is used to label the original input.
And then the labeled information is vectorized to form a
multi-dimensional continuous value part-of-speech vector
matrix. If a sentence s of length n is entered, epn denotes the
vectorization matrix, the equation is as follows.

epn = tag1 + tag2 + tag3 + . . . + tagn (1)

where tagn is the part-of-speech vector of the n-th word,
tagn ∈ V b, and the dimension of the vector is b. p represents
the part-of-speech features.

2) WORD FEATURE
Word feature, that is, the vector representation of the fused
full-text semantic information corresponding to each word.
The processed text is subjected to IntentBERT to obtain word
features. Adding the Embeddings on the 10th, 11th, and 12th
layers of IntentBERT to obtain the final word feature ewn . The
equation is as follows.

ewn = Embedding10 + Embedding11 + Embedding12 (2)

where Embedding10,Embedding11 and Embedding12 repre-
sent the output of the sequence of the 10th, 11th and 12th
hidden layers of the Transformer, respectively. To further
improve the effect of intention recognition, keyword features
are introduced to mine keywords in the text and greater
weight are given to them. w represents the word features.

3) KEYWORD FEATURE
Keyword features are the vector representation of the key part
of the whole sentence. Finding the right keywords plays a
vital role in intention recognition. Rake-NLTK identifies the
key phrases in the text by analyzing the frequency of words in
the text and the co-occurrence with other words. The keyword
extraction process is shown in Fig.5.

If a sentence s of length n is entered, ekn denotes the
vectorization matrix, the equation is as follows.

ekn = tag1 + tag2 + tag3 + . . . + tagi (3)

FIGURE 5. The keyword extraction process.

where tagi is the keyword vector of the i-th word, tagi ∈ V b,
and the dimension of the vector is b. k represents the keyword
features.

After obtaining part-of-speech features, word features and
keyword features respectively, the fusion vector is calculated.
The equation is as follows.

en = concat[epn, e
w
n , ekn] (4)

where concat represents the fusion of three features of part-
of-speech epn, word ewn , and keyword ekn.

C. ORTHOGONALITY CONSTRAINED MULTI-HEAD
ATTENTION LAYER
Through the feature fusion layer, the vector after the fusion of
part-of-speech features, word features and keyword features
is obtained. The fusion vector is input into the orthogonality
constrained multi-head attention layer, so that the model
pays attention to the information of different sequences.
The regularization term is used to reduce the position and
representation redundancy between heads. And it guides the
model to learn information that better fits the contextual
features.

The orthogonality constrained multi-head attention net-
work enables the model to jointly focus on the information
at different locations. The attention mechanism calculates
the attention distribution on the given information. And the
weighted average of all input information according to the
attention distribution is calculated.

Inputting text sequence X = {x1, x2, . . . , xn}, X ∈

Rn∗d , the hidden state H = {h1, h2, . . . , hn} is obtained
by IntentBERT. Multi-head attention is used to learn
context-related text features. H is used to obtain Q,K ,V .
And the contextually relevant text features A is calculated.
The equation is as follows.

A = softmax(
QKT
√
dK

), A ∈ RT∗d (5)

whereQ,K ,V denotes query, key and value respectively. Key
uses query as the basis, and after calculation, the attention
weight for each key is obtained. The final result is obtained
by weighted summation of value.

The hidden layer vector H is learned by the initial
IntentBERT. And the context-sensitive vector A is learned by
the multi-head attention mechanism. Then the above two are
combined to obtain the final discourse representation E . The
equation is as follows.

E = H + A (6)
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FIGURE 6. Orthogonality constrained multi-head attention frame.

whereH is a vector representation of the hidden layer learned
by the IntentBERT model. And A is a vector representation
containing contextual information after the orthogonality
constrained multi-head attention layer.

Given the source statement x and its intention y, the
model is trained to maximize the probability of intention
recognition. The orthogonal constraint is introduced to reduce
the position and representation redundancy between the
attention heads. And the diversity between the attention
heads can be enhanced. J (θ ) represents the loss function, the
equation is as follows.

J (θ ) = argmin{L(y|x; θ ) + α ∗ Zc + β ∗ Zs} (7)

where x is the source statement, and y is the intention. a
and β are hyperparameters, and the value are both set to
1.0. The orthogonal constraint Zc and Zs guide the relevant
attention components to capture different features from the
corresponding projection space. argmin returns the index of
the minimum value. L(.) works like L1 regularization and L2
regularization, but it does not introduce new parameters and
does not affect the training of standard model parameters.
Zc represents the context vector regularization term, and Zs
represents the score vector regularization term.

The regularization term is introduced to make each head
focus on different aspects of the sentence. And all words
are covered by the head. The regularization term and
the loss value are optimized together to further improve
the performance of the model. The network parameters
that minimize the cross-entropy are found by generating
contextual outputs with minimal redundancy from each other.
The orthogonality constrained multi-head attention frame
diagram is shown in Fig.6.

Regularization means that the context vector and the
score vector are orthogonal to each other. The orthogonality
between the context vector and the score vector makes
the attention heads have less redundancy. The equations of
the context vector regularization term Zc and score vector

regularization term Zs are as follows.

Zc =
1
N

N∑
n=1

1
H (H − 1)

||C (n)TC (n)
− IH ||

2
F (8)

Zs =
1
N

N∑
n=1

1
H (H − 1)

||S(n)T S(n) − IH ||
2
F (9)

where n is the sample index, andH is the number of attention
heads. ||.||2F represents the Frobenius norm. C (n) represents
the context matrix, and S(n) represents the scoring matrix.

The equations of context matrix C (n) and score matrix S(n)

are as follows.

C (n)
= [c(n)1 , c(n)2 , . . . c(n)H ] (10)

S(n) = [s(n)1 , s(n)2 , . . . s(n)H ] (11)

C (n) and S(n) are composed of normalized context vector ci
and normalized score vector si, respectively.

D. FULLY CONNECTED LAYER
Intention recognition is essentially a classification task.
The Sigmoid function is used to show the results of
multi-classification in the form of probability. In the final
output of the TMH-IntentBERT model, Sigmoid is selected
as the classifier to predict the intention.

Specifically, given N different classes of labels, a linear
layer is added as the classifier. p(y|hi) represents the
probability of the intention label. The equation is as follows.

p(y|hi) = sigmoid(Whi + b) ∈ RN (12)

where hi ∈ Rd is the characteristic representation of xi given
by [CLS] token. W ∈ RN∗d and b ∈ RN are parameters
of the linear layer. Model parameter θ = {ϕ,W , b}, ϕ is a
parameter of BERT, which is obtained by training the cross
entropy loss function onDlabeledsource . θ

∗ denotes the cross entropy
loss function, and the equation is as follows.

θ∗
= argminLce(Dlabeledsource ; θ) (13)

where argmin returns the minimum index.Dlabeledsource represents
labeled data and θ is the parameter of the model.
The Sigmoid function expression is as follows.

S(x) =
1

1 + e−x
(14)

Through the sigmoid function, the output value of
multi-classification can be converted into a probability
distribution in the range of [0,1].

The pseudo-code of the TMH-IntentBERTModel is shown
in Algorithm 1.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT AND DATASETS
In this paper, the model construction and experiment are
carried out on the cloud server. Nvidia GeForce RTX3090 Ti
GPU is used for training. BERTbase is used as encoder, and
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Algorithm 1 TMH-IntentBERT Model
Input: intent dataset, learning rate lr , max_length max_len,

dropout, epoch, batch-size.
Output: the probability of intent p(y|hi)
1: text is obtained by stop words removal, word segmenta-

tion and disrupting data order
2: for e in range(1, epoch+1) do
3: for i,batch in enumerate(dataloder,1) do
4: X_pos ⇐ get_pos_features(text)
5: X_word ⇐ get_word_features(text)
6: X_kw ⇐ get_keyword_features(text)
7: final_feature ⇐ X_pos+ X_word + X_kw
8: A = mha(final_features)
9: E ⇐ final_features+ A

10: if valAcc >= valBestAcc then
11: Accumulatestep+ = 1
12: if accumulateStep > self .patience/2 then
13: earlystop
14: end if
15: end if
16: get best modelMHA− IntentBERT
17: end for
18: end for
19: x = MHA− IntentBERT (text)
20: p(y|hi) = sigmoid(x)
21: return p(y|hi)

TABLE 1. Dataset statistics.

Adam is used as optimizer. Python programming language
and Pytorch framework are used for experiments.

Five datasets are used by the TMH-IntentBERT model.
In order to train IntentBERT, BERT is pre-trained on
HWU64 [37] and OOS [38]. Both datasets contain multiple
domains and provide rich learning resources. The OOS
dataset contains 150 intent categories in 10 domains. The
HWU64 dataset contains 25716 examples of 64 intentions
in 21 domains. Validation is performed on the remaining
three datasets. Among them, BANKING77 [39] is a single
domain intent detection dataset, including 13083 customer
information such as complaints and problems sent to
banks. The dataset contains 77 intents and focuses on
fine-grained single-domain intent detection. The MCID
dataset [40] contains 16 specific intentions and 4 lan-
guages for COVID-19 discourse intention detection tasks.
HINT3 [41] covers 51 intent categories in three domains.
The dataset statistics used in the experiment are shown
in Table 1.

TABLE 2. Experimental hyperparameter value setting.

B. EVALUATION INDICATORS
The classification performance was evaluated by C-way and
K -shot tasks. For each task, C classes are randomly selected,
and K samples are extracted from each class to train the
classifier. And then an additional 5 samples are extracted
from each class as queries to evaluate. Take the average of
500 such tasks as accuracy.

In order to verify the effectiveness of the model clas-
sification, the Accuracy(hereinafter referred to as Acc),
precision(hereinafter referred to asPre),F1 value(hereinafter
referred to as Fsc) and AUROC are used to evaluate the
performance. AUROC is a metric used to evaluate the
performance of a classification model. The ROC curve is a
graphical representation of the rate of true positives versus
the rate of false positives at different threshold settings. The
AUROC is computed as the area under the ROC curve. The
equation is as follows.

Acc =
TP+ TN

TP+ TN + FP+ FN
(15)

Pre =
TP

TP+ FP
(16)

Rec =
TP

TP+ FN
(17)

Fsc =
2 ∗ Pre ∗ Rec
Pre+ Rec

(18)

where TP represents the number of texts in which the actual
label is true and the model intent recognition result is also
true. FN represents the number of texts that the actual label
is true, but the model intent recognition result is false. FP
denotes the number of text that the actual label is false, but
the model intent is recognized as true. TN indicates that the
actual label is false, and themodel intention recognition result
is also the number of false texts.

C. EXPERIMENTAL PARAMETER SETTING
On the banking77 dataset (2 shot), the effects of dropout,
max_length(hereinafter referred to as max_len), learning
rate(hereinafter referred to as lr) and batch size on the
Acc, Pre, Fsc, and AUROC of intention recognition are
compared. The experimental hyperparameters are set as
shown in Table 2.

1) THE EFFECT OF DROPOUT ON THE TMH-INTENTBERT
MODEL
Dropout refers to temporarily discarding neural network
units from the network according to a certain probability
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FIGURE 7. The effect of dropout on the TMH-IntentBERT model.

FIGURE 8. The effect of max_len on the TMH-IntentBERT model.

during the training of deep learning networks. Dropout can
improve the over-fitting effect of the model and enhance the
generalization ability of the model. On the banking77 dataset
(2 shot), the impact of dropout on Acc, Pre, Fsc, and AUROC
is shown in Fig.7.

It can be seen from Fig.7 that when dropout is 0.1, the
Acc, Pre, Fsc and AUROC reach the maximum. As the
dropout becomes larger, the effect becomes worse. At this
time, the model appears overfitting. So the dropout of the
TMH-IntentBERT model is 0.1.

2) THE EFFECT OF MAX_LEN ON THE TMH-INTENTBERT
MODEL
The max_len is the maximum length, which is the parameter
of part-of-speech features, keyword features and word
segmenter. When the data is less than the max_len, the
zero padding operation is performed. When the data length
exceeds themax_len, the interception operation is performed.
Therefore, too large or too small max_len will affect the
performance of the model. On the banking77 dataset (2 shot),
the effect ofmax_len on Acc, Pre, Fsc, and AUROC is shown
in Fig.8.

FIGURE 9. The effect of lr on TMH-IntentBERT model.

It can be seen from Fig.8 that when the max_len is
26, the effect is the best. This is because most of the
length of the dataset is 26. If max_len is too small, it will
be automatically truncated, resulting in some information
missing. If max_len is too large, it will automatically zero
and add useless information. Therefore, the max_len of the
TMH-IntentBERT model is 26.

3) THE EFFECT OF LR ON THE TMH-INTENTBERT MODEL
lr directly affects the convergence state of the model. If the
lr is too large, the model will not converge. If the lr is too
small, the model will converge too slowly or cannot learn.
The appropriate lr is the key to improving the effectiveness
of the model. On the banking77 dataset (2 shot), the impact
of the lr on Acc, Pre, Fsc, and AUROC is shown in Fig.9.
If the lr is too small, the convergence speed is very

slow. It will not converge to the minimum value if the
lr is too large. Therefore, selecting the appropriate lr is
helpful to improve the training speed of the model. It can
be seen from Fig.9 that the model works best when the lr
is 1e-6. The Acc is 93.99%, the Pre is 92.94%, the Fsc is
92.55%, and the AUROC is 93.56%. Therefore, the lr of the
TMH-IntentBERT model is 1e-6.

4) THE EFFECT OF BATCH SIZE ON THE TMH-INTENTBERT
MODEL
The batch size affects the generalization performance of the
model. To further improve the performance of the model,
batch size is a very critical parameter. Within a certain
range, increasing batch size will improve the stability of
convergence and reduce training time, but the generalization
ability of the model may be reduced. In order to verify the
effect of batch size on the TMH-IntentBERT model, on the
banking77 dataset (2 shot), the effect of batch size on Acc,
Pre, Fsc, and AUROC is shown in Fig.10.
It can be seen from Fig.10 that as the batch size

becomes larger, the Acc, Pre, Fsc, and AUROC of the model
increase first and then decrease. When the batch size is
64, the Acc, Pre, Fsc, and AUROC of the model reach
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TABLE 3. Selection of MHA-IntentBERT ablation experimental model.

FIGURE 10. The effect of batch size on TMH-IntentBERT model.

the maximum, which are 93.99%, 92.94%, 92.55%, and
93.51% respectively. Therefore, when the batch size is 64,
the TMH-IntentBERT model works best.

D. ABLATION EXPERIMENTS
Compared with the classical few-shot intent recognition
method, a feature fusion module and an orthogonality
constrained multi-headed attention module are added to the
TMH-IntentBERT model. To verify the influence of each
part of the TMH-IntentBERT model on the overall effect, the
ablation experiments of MHA-IntentBERT on feature fusion
and orthogonality constrained multi-head attention(OCM)
are designed. Among them, feature fusion is mainly to fuse
the part-of-speech features(POS features) and the keyword
features(KW features) with word features. The ablation
experimental models were selected as shown in Table 3.

In order to verify the effect of part-of-speech features and
keyword features, the ablation experiment of feature fusion
is carried out. The ablation experiment results are shown in
Table 4.

As can be seen fromTable 4 that the part-of-speech features
achieve better results compared to keywords in terms of Acc,
Pre, Fsc, and AUROC . This is due to the fact that part-of-
speech features takes into account more fine-grained features
not considered in the original model, which can effectively
identify the semantics of polysemous words and improve the
Acc of the model’s intent recognition to a greater extent.

In order to verify the effect of orthogonality constrained
multi-head attention, the ablation experiment of orthogo-
nality constrained multi-head attention is carried out. The
ablation experiment results are shown in Table 5.

It can be seen from Table 4 and Table 5 that compared
with the multi-channel feature fusion module, the Acc, Pre,
Fsc, and AUROC of the orthogonality constrained multi-head
attention module are higher. In the absence of part-of-
speech features and keyword features, the Fsc is reduced
by 0.58%. The Fsc is reduced by 1.65% in the absence of
the orthogonality constrained multi-headed attention module.
In general, the two modules introduced in this paper have
played a positive and effective role in the accuracy of few-shot
intention recognition(Take 5 way 2 shot as an example).

The results of ablation experiments show that each
additional feature can effectively improve the performance of
the model based on the original text features. The more types
of additional features, the deeper semantic information can
be mined, and the better the model effect. The orthogonality
constrained multi-head attention module has the greatest
improvement in the Acc of the model. Because the multi-head
attention mechanism can better represent the latent vector
of the sentence and obtain the context information. The
use of a multi-head attention mechanism can enable the
model to learn more fully. And it effectively prevents
the model from excessively focusing on its position when
encoding the information at the current position. At the
same time, regularization is used to reduce the position and
representation redundancy between heads. And it enhance
the diversity between attention heads. Based on this, the
TMH-IntentBERTmodel achieves the best Acc, Pre, Fsc, and
AUROC on the three datasets of banking77, mcid and hint3.

E. COMPARISON EXPERIMENTS
The TMH-IntentBERT model will be compared with the
following four models for experiments.

1) CONVBERT [42]: The model dynamically generates
convolution kernels using multiple input tokens.
A span-based dynamic convolution operation is
designed. By fine-tuning BERT on a corpus of nearly
700 million dialogues, the CONVBERT model is
proposed.

2) TOD-BERT [43]: The model is improved based on
BERT and applied to the dialogue domain. The NSP in
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TABLE 4. Ablation experimental results of feature fusion.

TABLE 5. Ablation experimental results of orthogonality constrained multi-head attention.

TABLE 6. Results of comparative experiments(2 shot).

TABLE 7. Results of comparative experiments(10 shot).

BERT is replaced with RCL (response contrastive loss)
while a dataset from the task-oriented dialogue domain
is used for training.

3) WikiHowRoBERTa(WKR) [44]: The model further
pre-trains RoBERTa in the WikiHow database,
and a pre-trained intention recognition model is
formed. In the end, a linear classification layer with
cross-entropy loss is added to calculate the possibility
of each intention.

4) IntentBERT [13]: About 1000 labeled data is used
to fine-tune BERT, and randomly selects a part of
the unlabeled discourse for joint pre-trained. The
IntentBERT model is proposed for few-shot intent
detection.

5) DFT++ [45]: The model proposes a context enhance-
ment method that utilizes sequential self-distillation
to improve the accuracy of the model. There is
no excessive reliance on external databases and the
overfitting problem is solved.

CONVBERT, TOD-BERT and WikiHowRoBERTa all
require a lot of data and high computational costs. About
1000 labeled discourses from the public dataset are used
by IntentBERT for standard supervised training. And Intent-
BERT is applied to the target domain that is significantly
different from the pre-trained data for few-shot intent
recognition. Based on IntentBERT, the TMH-IntentBERT
algorithm is proposed, which adds multi-channel feature
fusion and orthogonality constrained multi-head attention
module to improve the accuracy of intention recognition.

Referring to the form of result presentation of intent-
BERT [13], the Acc, Pre, Fsc, and AUROC of the
TMH-IntentBERT model compared with CONVBERT,
TOD-BERT, WikiHowRoBERTa, IntentBERT and DFT++

on banking77, mcid and hint3 datasets in 2 shot and 10 shot
are shown in Table 6 and Table 7.
From Table 6 and Table 7, it can be seen that the Acc,

Pre, Fsc, and AUROC of the TMH-IntentBERT model show
better performance on the three datasets of banking77, mcid
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and hint3. Compared with DFT++, the model with the
highest Acc, Pre, Fsc, and AUROC among CONVBERT,
TOD-BERT, WikiHowRoBERTa, IntentBERT and DFT++,
the TMH-IntentBERT model improves the Acc by 1.89%,
0.79% and 1.03% in the 2-shot case, and the Fsc by 0.96%,
1.20%, and 0.39%, respectively. In the case of 10 shot, the
Acc increased by 0.77%, 0.73% and 0.63% respectively, and
the Fsc increased by 0.82%, 1.21% and 0.79% respectively.
The mask language model is used by CONVBERT to

fine-tune the unpacked BERT for 4 epochs. The results show
that large-scale pre-trained on open domain dialogue data can
be effectively transferred to task-oriented dialogue tasks. The
language patterns between ordinary text and task-oriented
conversations differ a lot. Aiming at the differences, the
task-oriented conversation datasets are used to model the
TOD-BERT. In the field of intention recognition, TOD-
BERT is stronger than strong baselines such as BERT. The
WikiHowRoBERTa model is trained on WikiHow and works
well with very few samples in multiple languages. A small
part of the marked discourse of the public dataset is used by
IntentBERT to simply fine-tune BERT. And good results are
produced in novel fields.

The part-of-speech features, word features and keyword
features of the text are fused. The information contained in the
data is fully mined. The fine-grained features of the text are
fully considered by TMH-IntentBERT. To prevent the model
from excessively focusing on its position when encoding the
information at the current position, the multi-head attention
mechanism is used. While more sufficient learning is gained
by the model. Regularization is used between heads to reduce
position and representation redundancy and further improve
the accuracy of intent recognition.

V. CONCLUSION
With the coming of the era of intelligent dialogue, how to
accurately identify the user’s intention is a hot topic of current
research. In this paper, the Triple Channel IntentBERT and
Orthogonality Constrained Multi-Head Attention Model is
proposed. Based on IntentBERT,multi-channel feature fusion
technology is used to fuse the part-of-speech features, word
features and keyword features of the dataset to make full
use of the data. Feature learning is performed through the
prior information tutoring model provided by the dataset. The
orthogonality constrained multi-head attention mechanism
is used to enhance the correlation of the output sequence
features of the model. And it guides the model to learn a more
contextual representation. The experimental results show
that the TMH-IntentBERT model has a minimum increase
of 0.63%, 0.73%, 0.79% and 1.10% in Acc, Pre, Fsc and
AUROC compared with the baseline model CONVBERT,
TOD-BERT, WikiHowRoBERTa, IntentBERT and DFT++,
respectively. It indicates that the TMH-IntentBERT model
has superior intention recognition accuracy.

The part-of-speech features, word features and keyword
features are combined in the TMH-IntentBERT model.
And the orthogonality constrained multi-head attention

mechanism is used to make full use of the model hidden layer
information. In the dialogue system, intent recognition and
slot filling are two closely related tasks. In the future, how
to jointly model intent recognition and slot filling will be the
key consideration.
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