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Mutual interference between automotive frequency-modulated
continuous-wave (FMCW) radar systems has been a concern over
recent years. Several interference mitigation (IM) techniques have
been proposed to mitigate this phenomenon, which is deemed to
grow in severity as more systems are deployed on the road. In this
article, an inexpensive technique, based on well-known moving target
indicator (MTI) processing, is proposed to separate interference from
target signals. It exploits the contrast after stretch processing between
uncorrelated FMCW interference (sparse and chirp-like) and beat
signals (stable sinusoids). The interference is therefore marked and
subtracted. This eliminates interference at the cost of introducing a
distortion dependent on the relative radial velocity of the targets. To
validate the proposed approach, called MTI-IM, numerical simula-
tions and experiments with commercial-grade radars have been per-
formed, with comparisons between MTI-IM and other IM techniques.
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Results show good capabilities to fight the uncorrelated interference
coming from more than one interfering radar. This is achieved at re-
duced computational cost, which is a key limiting factor in automotive
systems.

I. INTRODUCTION

Radar systems are routinely used in automotive, lever-
aging on their robustness in bad weather and low optical vis-
ibility conditions [1]. The conventional modulation scheme
for automotive radars is frequency-modulated continuous-
wave (FMCW) [2], [3], [4]. With its dechirping operation,
FMCW enables to use at the receivers analog-to-digital con-
verters (ADCs) in the range of several Ms/s for transmitted
radio frequency (RF) bandwidths of up to 4 GHz [5]. Fur-
thermore, these sampling frequencies present advantages
in terms of energy consumption and heat dissipation in
comparison with higher rates.

Sharing bandwidth and time asynchronously, different
automotive radar systems may produce mutual interference,
an increasingly important issue as the number of vehicles
equipped with radar increases as well as the number of
radar sensors on each vehicle [6], [7]. Therefore, interfer-
ence mitigation (IM) techniques for automotive radars have
been investigated from multiple perspectives [8], [9], [10].
Despite a number of techniques having been proposed [2],
[3], [7], [11], there is no standard, established approach that
is applied in practical scenarios.

In this work, a simple yet effective IM signal processing
approach is proposed. It aims at recreating and subtract-
ing the interference signals from the beats. The proposed
approach is inspired by classical moving target indication
(MTI) processing, but aims in this work at isolating the
uncorrelated interference in the received signals in the
time domain. The technique, named MTI-IM onward, aims
to achieve minimal computational cost, thereby offering
a crucial advantage for automotive radar systems, which
are typically complexity and cost driven. MTI-IM has an
aggressive approach to mitigate interference, rendering a
good suppression of the interference-induced noise floor.
The performance of this is nearly perfect in scenarios with
low radial velocity, but presents some form of degradation
with its increase. Despite this degradation, we show that the
proposed algorithm still outperforms other alternatives for
velocities up to 80% in several useful automotive scenarios.

This article is organized as follows. In Section II, a liter-
ature review is given in order to provide less familiar readers
with a quick glance at the state of the art in automotive radar
IM. Section III describes the signal model for both desired
and interfering chirp-sequence FMCW signals. MTI-IM
is introduced in Section IV, with its specific advantages
and drawbacks. A simulation framework is presented in
Section V to compare MTI-IM with alternative techniques.
Measurement results are shown in Section VI. Finally,
Section VII concludes this article.

II. STATE-OF-THE-ART

The multitude of IM techniques proposed during the
recent years can be classified by their principles of
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operation. For instance, system level approaches include the
strategic use of different operating parameters (frequency,
time, polarization) or specific sets of waveforms in order
to separate transmissions from different radars. Some of
these strategies suggest the coordination between different
radars so that conflict is avoided by dynamically adjusting
those parameters. These coordination schemes can be either
centralized [12], [13] or distributed [14], [15], [16]. More
recently, Blasone et al. [17] have proposed the idea of using
passive radars aboard vehicles in order to avoid mutual
interference.

Related to system level approaches, waveform ap-
proaches include phase-modulated continuous wave [18],
[19], [20], [21], [22], [23], [24] and orthogonal frequency
division multiplexing schemes [25], [26], [27], [28]. Re-
search lines exist that aim to combine the advantages of
phase codes with those of FMCW, resulting in phase-coded
FMCW systems [29] or the frequency shift keying-linear
FMCW [30]. Some of the aforementioned approaches are
also exploited for RadCom [31], [32], [33], [34], [35].
Other system level approaches make smaller modifications
to the baseline FMCW waveform by varying the starting
frequency of the sweep [36], [37], [38], [39] or the sweep
repetition interval (SRI) [37], [40].

Signal processing approaches that do not impose
changes to the classic FMCW architecture (chirp transmis-
sion + stretch processing at receiver) exist as well. These
are implemented in one or more stages of the reception
chain: just after sampling, after the first discrete Fourier
transform (DFT) (typically range domain), after the sec-
ond DFT (typically Doppler/velocity domain). A common
idea is to first detect the interference in the time domain
and then nullify the affected samples [6]. This is called
zeroing and is often used as a baseline for comparison
[41], [42], [43], [44], [45]. Smoothing the nullified sam-
ples with some form of simple windowing improves the
applicability of this approach [46], although better per-
formance is achieved with reconstruction methods such
as the iterative method with adaptive threshold (IMAT)
[47]. Other reconstruction methods include [48], [49], [50],
[51], and [52]. Methods that focus on the detection stage
include [53], [54], [55], [56]. In [43], constant false alarm
rate (CFAR) was used in order to detect the uncorrelated
interference in the STFT domain, followed by three mitiga-
tion options: zeroing, amplitude correction, and Burg-based
interpolation.

Other alternative signal processing methods include
separating signal and interference through the use of differ-
ent transforms [57], [58], [59], the adaptive noise cancelling
(ANC) of [60] and digital beamforming [61], [62], [63].
Techniques to parametrize, recreate, and subtract the inter-
fering signal have been also proposed as in [64], [65], and
[66]. Deep learning approaches have also been researched
to mitigate interference [67], [68], [69], [70], [71].

MTI-IM, the technique proposed in this article, aims
at recreating and subtracting the interference signals from
the beats but, in contrast with [64], [65], and [66], it
does not rely on any kind of parameterization. This eases

implementation and computational costs while achieving
satisfactory IM performances, as it will be seen in the
following sections.

III. SIGNAL MODEL

Let us assume a classic FMCW radar chirp waveform.
A single sweep takes the following form:

st (t ) = e j2π( fct+ S
2 t2 ), 0 ≤ t < Tc (1)

where fc is the starting frequency of the sweep, Tc is
its duration, and S is the slope B/Tc, with B the oc-
cupied bandwidth. Its amplitude has been considered to
be 1. In a chirp-sequence (i.e., fast-ramp) FMCW radar,
a train of multiple copies of (1) are transmitted with a
given sweep repetition interval (SRI, Tr). A sequence of
Nc sweeps is called a burst (or train) and occupy a co-
herent processing interval (CPI). Each of the K objects
in the radar’s field of view will reflect back each sweep
of the burst with specific amplitude ak and delay τk so
that: sr,e,k (t ) = ak exp{ j2π [ fc(t − τk ) + S/2(t − τk )2]}.
The dechirping process, also called stretch processing,
consists of mixing the received signals with a complex
conjugated replica of the transmitted one. This produces
the so-called beat signal that can be written for a burst of
NC sweeps in the form

sb,e (mTr, t ) = s∗
t (t ) · sr,e (mTr, t )

=
K∑

k=1
ake− j2π( fcτk (mTr )− S

2 τ 2
k (mTr )+Sτk (mTr )t ) (2)

where m ∈ [0, NC−1] is the position of the sweep within the
burst sequence, Tr is the sweep repetition time that is equal
to the sum of Tc and any kind of idle time between sweeps
and, thus, mTr is the starting instant of each sweep. This way,
(2) includes the dependence of the beat signals with both
fast time (t) and slow time (mTr). Note that the components
of the beat signal (2) are complex sinusoids with constant
frequency Sτk (mTr ) within a sweep. This frequency is di-
rectly dependent on the distance between radar and target
through τk (mTr ) = 2dk (mTr )/c, being c the speed of light.
As the target moves with radial velocity vk , τk varies from
received sweep to received sweep. Under the stop-and-hop
assumption [72], the variation of τk between sweeps fol-
lows the form τk ((m + 1)Tr ) − τk (mTr ) = 2vkTr/c. If we
assume that target movement is small in Tc with respect
to the frequency resolution, its effect is negligible within
a sweep. Nevertheless, from chirp to chirp, the phases of
the sinusoids in (2) will change. If the variation of vk is
small within a burst, this phase shift will be approximately
linear and define the associated with the kth target Doppler
frequency.

The samples of a full CPI are arranged in an NS × NC

matrix, where NS is the number of samples per chirp or
pulse and NC the number of chirps per burst. Then, FFTs
are applied across both dimensions of the matrix generating
a so-called range-Doppler (RD) matrix with spectral peaks
that appear at the range positions and radial velocities of
the targets. To detect them, the CFAR algorithm can be
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employed [73]. In case of multiple-input multiple-output
(MIMO) radar with Nch channels, the phases of the peaks in
the RD map can be used to estimate the direction of arrival
(DoA) of the echo. The addition of the angular information
converts in such a radar the 2-D signal matrix to the 3-D
signal NS × NC × Nch cube.

Besides the useful echoes present at the FMCW radar
receiver, the received signal may also contain interference
coming from other FMCW radars in the same frequency
band. The interfering power may be significant in com-
parison with the useful echoes [6]. Nevertheless, as the
interfering radar has its own set of parameters Si, fc,i, Tc,i,
and Tr,i, the behavior of interferences within the beat signal
domain is, in general, different. In contrast with (2), the
interfering signal sb,int does not consist, in general, in the
sum of harmonic beat signals. Instead, we get a sum of other
chirp-like waveforms, one per interference [74]. The slopes
of these chirps are governed by the difference between the
slopes of victim and interfering radars (S − Si )/2. When it
is not equal to zero, the interference is uncorrelated. Also
considering receiver noise, n(t ), the resulting beat signal at
the ADC input can be written as follows:

sb (mTr, t ) = [sb,e (mTr, t ) + sb,int (mTr, t )

+ n (mTr, t )] ∗ haf (t ) (3)

where haf(t ) is an anti-aliasing filter placed just before
the ADC. This filter limits the frequency swept by the
uncorrelated interference at the receiver side and, therefore,
suppresses it during most part of the sweep time. An exam-
ple of a sweep in the presence of two interferences can
be seen in Fig. 1(a). This figure shows the RF frequency
variation with time of the transmitted chirp in solid blue
line and the receiver filter limits in dashed lines, altogether
with two interfering chirps in solid yellow and orange lines,
respectively. As we are multiplying the received signal by
a copy of the transmitted chirp before filtering [see (2)],
it is, virtually, as if our effective filter of a few MHz is
sweeping the radar passband synchronously to the trans-
mitted chirp. The interference will appear in the baseband
when the frequencies of the interfering and victim radars
match. After downconversion, we obtain the spectrogram of
Fig. 1(b) [see (3)], where it is shown how the instantaneous
frequencies that are present in the received signal evolve
with time. In the presented case, eight moving point-like
targets and two independent interferers were simulated.
The target-related beat signals can be seen in this plot as
straight horizontal lines, while two interferences are seen
as frequency-varying components (i.e., sweeps) that are cut
from top and bottom by the antialiasing filter.

As both radars continuously transmit sweeps, the in-
stantaneous frequency of the interference may fall into the
receiver bandwidth often within a single burst or several
consecutive ones. An example of an interfered CPI can be
seen in Fig. 2, which is the full burst from where the sweep
for the Fig. 1 was taken (m = 12, 0.78 ms). As can be seen
in Fig. 2(a), where a 2-D (fast time–slow time) matrix of
the beat signals’ amplitudes for the whole CPI is presented,

Fig. 1. Example of an interfered sweep. (a) shows a sketch of the RF
sweep in the passband (77 GHz) and (b) shows the baseband spectrogram

of the resulting beat signal.

the interferences take the form of short, high-power pulses
in the time domain. In Fig. 2(b), the RD map of this CPI is
displayed, and it can be compared with the interference-free
version of the CPI in Fig. 2(c). It clearly demonstrates the
impact of uncorrelated interferences on the noise floor.

If the slope of an interfering system matches to that of
the victim radar (i.e., correlated interference), spurious beat
signals are introduced instead of a sweeping interference
[75]. These signals are not as clean as those originated
by the own radar, due to the uncorrelated phase noise of
the different hardware systems. They can, however, result
in false alarms (i.e., ghost targets) after FFT processing.
Nevertheless, the probability of this event is low [76]. In this
work, only the uncorrelated interference (i.e., interference
with different slope than the victim radar) is considered.

IV. PROPOSED TECHNIQUE

A. Technique Description

Consider the signal model described in Section III. The
main objective of IM is to minimize the interference term
while leaving the beat signals as unmodified as possible.
By comparing (2) with the uncorrelated interference, we can
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Fig. 2. Example of an interfered CPI. (a) shows the amplitude values in time domain; (b) shows its RD profile. In (c), the interference-free RD profile
is shown for reference.

Fig. 3. Block diagram of the proposed technique.

see that the beats present a high stability in time in contrast to
interference, which has a quick variation, sweeping around
the whole receiver bandwidth. By taking the useful beats out
of the mix, we can then detect the interference and subtract
it from the original signal.

In this work, we propose to exploit the sinusoidal nature
of the beats to cancel them and, thus, isolate the interference.
After dechirping and low-pass filtration, the uncorrelated
FMCW interference is sparse in time, as well as quickly
varying. In comparison, given the relative stability of the
beats between adjacent chirp periods, the subtraction of
adjacent ramps may lead to a signal where the echo con-
tent gets greatly diminished. In this resulting signal, the
interference will remain comparatively untouched. This
makes easier to point out interfered samples. This process is
reminiscent to the idea behind classic MTI processing, used
to separate useful targets from static clutter. After detect-
ing interference in the resulting signal, the corresponding
samples can be subtracted from the original ramp. This will
mitigate interference at the cost of a varying distortion of
the beat signals in the interfered interval; this distortion will
be characterized in the upcoming sections.

The resulting algorithm works with the following steps.
In Fig. 3, a block diagram of the scheme is presented, with
its correspondence to each of the following steps marked:

1) Subtract adjacent chirps, i.e., perform a sliding
subtraction across the slow-time axis of a CPI,

as follows:

ssub
[
n, m′] = sb

[
n, m′ + 1

] − sb
[
n, m′] ,

0 ≤ n ≤ NS − 1, 0 ≤ m′ ≤ NC − 2. (4)

2) The interference appears now in two consecutive
columns of the matrix, creating an ambiguity. To
solve this ambiguity, compare adjacent subtractions.
The simplest way to automatize this is to take the
absolute value of ssub and to subtract again across
columns. This new subtraction is done in both di-
rections, forward and backward in slow time, so that
interference in both the first and last chirps can be
detected. This is shown in the following:

ssub,bw

[
n, m′′] = ∣∣ssub

[
n, m′′+1

]∣∣ − ∣∣ssub
[
n, m′′]∣∣ ,

(5)

ssub,fw

[
n, m′′] = ∣∣ssub

[
n, m′′]∣∣ −∣∣ssub

[
n, m′′+1

]∣∣ ,
0 ≤ n ≤ NS − 1, 0 ≤ m′′ ≤ NC − 3.

(6)

3) The resulting signals ssub,bw and ssub,fw are now
aligned and combined. High positive values of these
matrices represent samples where interference has
occurred. Wherever both signals are available, a
sample-by-sample maximum is taken. In the follow-
ing, assume that the values of m where (5) and (6)
are not defined are zero-padded:

scomb [n, m]=max
{
ssub,fw [n, m] , ssub,bw [n, m−2]

}
,

0 ≤ n ≤ NS − 1, 0 ≤ m ≤ NC − 1. (7)

4) A threshold is applied to scomb and samples above it
are marked as interference. To obtain the threshold,
we first compute the maximum value of each chirp
of sb, obtaining a vector of NC elements. Then, the
threshold is set at a fixed distance between the mini-
mum and maximum values of this vector. The value
of 1/8 as the distance from the minimum value is
empirically chosen, which is providing stable results
in the performed study.

5) Finally, the values of ssub in the marked locations are
subtracted from sb . This whole process is equivalent
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Fig. 4. Example of the proposed MTI-IM technique. (a) and (d) Real part and modulus of four consecutive chirps of the original signal. (b) and (e)
Result of applying the first step of the technique over the signal in (a) and (d). (c) and (f) Second step of the technique, where we compare adjacent

subtractions. (g) Interference threshold applied to the interfered chirp #12. (h) and (i) Recovered interference and the result of correcting the interfered
chirp #12, compared with the simulated interference-free signal.

to replacing the interfered values of sb with their
equivalents of the adjacent ramp.

As an example, recall the interfered CPI shown in
Section III. Its chirps 10 to 13 are represented in Fig. 4(a)
and (d), with chirp #12 presenting two independent interfer-
ences. After applying the first step of MTI-IM, we obtain
the signals in Fig. 4(b) and (e), where it is seen that the
contrast between the interference and signal plus noise has
been increased. The aforementioned ambiguity can be seen
as well. The purpose of step 2 of the proposed algorithm is
to solve this ambiguity by means of a comparison, which is
shown in Fig. 4(c) and (g). By aligning and combining these
two comparisons, we obtain a signal [see Fig. 4(g)] where
the interfered samples are easier to isolate with respect to
the original ones. The corresponding samples from ssub can
be used to repair the interfered chirp #12 by subtracting the
isolated interference [see Fig. 4(h)], and then obtaining the
corrected signal shown in Fig. 4(i). As a possible drawback
of this approach, phase differences between consecutive
returns from the same target will produce a distortion,
discussed in the next section.

B. Specific Drawbacks of MTI-IM

For the proposed MTI-IM approach, we must take into
account that target velocity results in an imperfect can-
cellation of its beat signals. As such, when subtracting
consecutive chirps the phase difference may result in echoes
that are not totally cancelled or even amplified. This has

two visible effects. The first one is a harder detection of
interference, as the residual contribution from the subtracted
beats makes it more difficult to isolate the interfered region
of the signal. The second effect is a distortion in the inter-
fered region after the interference has been subtracted from
the signal. This is related to the phase difference between
consecutive beats and may degrade the noise floor after both
FFTs.

Considering the first step of the technique in (4), and
the definition of a single beat from (2), let us obtain an
expression of how the beat contribution of ssub, ssub,e works.
Assuming a series of chirps with period Tr and that ak does
not change from chirp to chirp, the samples of the kth target
contribution, sampled with sampling frequency fs, are as
follows:

ssub,e,k
[
n, m′] = ak e

j2π
((

S n
fs

+ fc

)
τk[m′+1]− S

2 τ 2
k [m′+1]

)

− ake
j2π

((
S n

fs
+ fc

)
τk[m′ ]− S

2 τ 2
k [m′]

)
. (8)

The frequency Sτk will barely change from chirp to
chirp. As such, we can neglect the changes in this term,
meaning that

ssub,e,k
[
n, m′] = ak e j2π(Sτk[m′]n+ fcτk[m′]− S

2 τ 2
k [m′])

· e j2πϕdis,k[m′]2 jsin
(
2πϕdis,k

[
m′])

= sb,e,k
[
n, m′]

· e j2πϕdis,k[m′]2 jsin
(
2πϕdis,k

[
m′]) (9)
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with

ϕdis,k
[
m′] = (

fc − Sτk
[
m′]) Trvk

c
− S

(
Trvk

c

)2

(10)

where the identity τk[m′ + 1] − τk [m′] = 2Trvk/c has been
used. This can be further simplified by substituting the
velocity term by a fraction ρk of the maximum unambiguous
speed [77] detectable by the radar

ϕdis,k
[
m′] = (

fc − Sτk
[
m′]) ρk

4 fc
− S

(
ρk

4 fc

)2

. (11)

After sampling, the product Sτk[m′] will be bounded by
the sampling frequency, which will always be far below fc.
On the other hand, S alone will always be greatly surpassed
by 16 f 2

c . Hence, these terms will be negligible compared
with 2π . This aspect allows us to further simplify into
ϕdis,k = ρk /4, where the dependence with m′ has disap-
peared

We can see that the subtraction produces a signal which
is equal to our original beats, but with a modification in
phase and amplitude dependent on ϕdis. The kth beat present
in ssub,e will be nullified when ρk = 0. The simplest case
is a completely static scenario ( vk = 0, ∀k ∈ [0, K − 1]).
This is uncommon but can sometimes be approximated. For
example, when vehicles are platooning, the relative velocity
between radar and the main targets is almost equal. On
the other hand, targets with velocities that are equal to the
maximum unambiguous speed of the radar (i.e., ρk = 1)
will see their amplitude duplicated. Its desirable that ssub,e

is minimized as much as possible, leaving only interference
in ssub.

The greater the value of ssub,e, the less ideal will be
the detection of interference, as discussed above. Moreover,
the signal-to-noise-and-interference ratio (SNIR) after IM
will be impacted as well. In the mitigation part, we are
subtracting (9) (or, more precisely, the sum

∑K
k = 1 ssub,e,k)

to (2) at interfered intervals. This is equivalent to adding
a copy of each beat, with a different scaling factor and
phase constant, multiplied by a rectangular window with
duration equal to the interfered interval. After the range
FFT, these windowed copies will introduce an amplitude
and phase error in the target bins, which will be greater
the longer the interfered interval. This error is not always
destructive in the range profile, as it can produce higher
target peaks (due to the possibility of coherent addition).
Nonetheless, the inherent rectangular window will produce
sidelobes which will always be detrimental for the SNIR.
In the slow-time FFT, both these effects (target peak error,
range profile sidelobes) are localized in the chirps which
were interfered. This is very similar to the behavior of
the interference-induced degradation, thereby causing an
increase in the noise floor of the RD map. Due to beat
signals being in general much fainter than interfering ones,
this increase will not surpass the interference-induced noise
floor. In case that the interference level is low enough such
that this could happen, it will in general be masked by
the terms in (9) and not marked by the technique. Hence,

TABLE I
Victim and Interfering Radars Parameters

this postmitigation degradation will not apply in this case.
Nonetheless, in general, the lower the modulus of (9), the
more mitigation will be achieved.

Another specific drawback of MTI-IM is related to
the potential overlap of interferences when subtracting. If
there are interfered regions in adjacent chirps that share
overlapping sample indexes, the interference will not be
properly mitigated. This might not only happen when there
are multiple independent interferers. With a certain com-
bination of parameters (Tr,i, Tc,i), a single interference can
be present in the same samples of consecutive chirps. Note
that this last drawback only affects interferences that share
sample indexes across consecutive chirps. If the interference
overlap happens in the same chirp, no issues are caused,
as MTI-IM operates blindly (i.e., no parameterization of
interference happens).

In spite of these drawbacks, the technique has good
potential in a range of situations. Asynchronous nonperiodic
interference is the most common type of automotive inter-
ference [75], so that the aforementioned overlap problem
will not be a dominant issue. Furthermore, if the SRI is short
enough, the velocity-induced degradation may not be as se-
vere as to impede the usage of the technique. This, together
with arguably low implementation and computational costs,
which are key factors in automotive systems, make MTI-IM
a candidate worth of consideration for automotive radar IM.
The following sections will characterize its performance.

V. NUMERICAL SIMULATIONS AND RESULTS

To demonstrate the performance of MTI-IM, a typical
FMCW processor has been simulated. Echo signals, inter-
ference, and noise are generated at beat stage after sampling
the signal described in (3) and assuming an ideal filter
at stretch processing. Receiver noise has been considered
an additive white Gaussian noise (AWGN) process with
variance Pn. The proposed technique is applied just before
FFT-processing. Hanning windows are used for both FFTs.
After that, a 2-D cell averaging CFAR (CA-CFAR) detector
is applied over the range-Doppler map to detect the point-
like targets.

By using a Monte Carlo approach [78], it was possible
to generate an arbitrarily high number of scenarios. The
configuration of the Monte Carlo framework is depicted in
Tables I and II. The guard cells of the CFAR detector are
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TABLE II
Targets and CA-CFAR Parameters

counted including both sides of the cell under test (CUT).
Several parameters are fixed, meanwhile others are gener-
ated from random distributions (where U means uniform).
The decision of which parameters to generate randomly
was taken considering the tradeoff between simulation com-
plexity, required number of iterations for convergence, and
interpretability of the results on one hand and statistical
significance of the results on the other hand. A total of
3·105 iterations were run per each combination of three
parameters: noise power, maximum velocity of the targets,
and number of interfering radars. The maximum velocity of
the targets, vmax, is considered as a fraction of the maximum
unambiguous speed detectable by the radar. This way, in
each simulation, the targets can have a random speed be-
tween 0 m/s and a fraction of the maximum unambiguous
radial velocity. This fraction is varied between 0 and 1
during the different simulations, progressively increasing
the degradation.

It should be noted that modeling realistic propagation
conditions (e.g., RCS models, channel attenuation models)
goes beyond the scope of these simulations. The amplitudes
of the beats are generated from a uniform distribution
U (0.05, 1.00). This results in the presence of beat powers
in the interval [–26, 0] dBm. The powers of the interferences
follow two configurations: 1) interfering radar received with
+32 dBm power and 2) interfering radars with +26 and
+22 dBm power, respectively. Note that the total interfer-
ing power is inferior in the latter scenario. This has been
designed so that the IM faces a situation with, in general,
worse SNIR but easier to detect interferences, and another
case with smoother spurious parts.

In the following section, the outputs of the Monte Carlo
simulation are described. A list of techniques other than the
proposed one is also given for comparison.

A. Performance Metrics for Comparisons

Due to the number of iterations of the simulation, com-
putation speed was prioritized in the selection of the com-
pared techniques. The following techniques are compared:

1) MTI-IM.
2) Zeroing: In the current work, this technique uses the

detection step of the proposal. It will thus be referred
as MTI-Z.

3) ANC from [60]: The threshold is computed based in
the noise variance. The LMS filter order was set as
80.

4) WD from [66]: The Haar wavelet with five levels of
decomposition was used. The threshold was com-
puted with the block James–Stein estimator.

5) IMAT from [47]: This is applied after zeroing. As
such, it will be referred as MTI-IMAT. A maximum
of six iterations was set.

In order to quantify the performance of the techniques,
the following metrics are proposed, in a similar way to the
following [79].

1) Signal-to-noise-and-interference ratio (SNIR): This
measures the difference in power between the target
signals and the combination of noise and interfer-
ence. We can compute this metric by comparing the
mean level of the expected peaks (target echoes) in
the RD profile with the mean level of all the other
bins. Let K be the set of coefficients associated to
target peaks in the range-Doppler (sRD) matrix. Then
one can define SNIR as follows:

SNIR = 10log

∑
{n,m}∈K |sRD [n, m]|2/NK∑

{n,m}/∈K |sRD [n, m]|2/ (NSNC −NK)
.

(12)
2) Error vector magnitude (EVM): This measures how

much the peaks are modified with respect to the
reference signal, which in this case is the noise-and-
interference-free RD profile. Noise, interference,
and IM techniques might affect target peaks. Al-
though in the current work we detect the targets in the
range-Doppler matrix, the phase information of the
peaks might be used to obtain angular information of
the channel in MIMO radars. Therefore, this metric
becomes relevant

EVM =
√√√√

∑
{n,m}∈K

∣∣sRD,ref [n, m] − sRD [n, m]
∣∣2

∑
{n,m}∈K

∣∣sRD,ref [n, m]
∣∣2 .

(13)
3) Probability of detection: CA-CFAR is applied in the

range-Doppler bins of the generated targets. Interfer-
ence may mask some targets. An interesting result
is the number of targets recovered after applying IM
methods, in comparison with the interfered range-
Doppler map.

4) Computational cost: As automotive radars must op-
erate in real time, the computational delay that each
IM technique imposes is a crucial performance as-
pect for their applicability.

B. Results

1) SNIR: In Fig. 5, the median SNIRs obtained after
applying the different techniques are shown. Alongside
them, the SNR of the clean signal and the SNIR of the
interfered one can be seen for reference. The plots of the left
column show static scenarios, whereas the middle column
shows scenarios with target velocities ranging from 0 m/s to
the maximum unambiguous velocity of the radar. The plots
on the right show the performance of the proposed technique
for different values of the maximum allowed velocities,
from 0 m/s to maximum unambiguous velocity.
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Fig. 5. SNIR of the RD profile. (a)–(c) correspond to a single interferer, while (d)–(f) present two interfering radars. Furthermore, (a) and (d)
compare clean signal, interfered signal, and corrected signal using MTI-IM, MTI-Z, ANC, WD, and MTI-IMAT in a static scenario. (b) and (e) show
the same comparison of different IM techniques, but for full range of velocities from 0 m/s to the maximum unambiguous velocity. (c) and (f) compare

the proposed MTI-IM for different velocities, indicated as a fraction of the maximum unambiguous velocity.

For the lowest values of the SNR, none of the con-
sidered IM methods provides a significant advantage. This
is expected, as the degradation of the SNIR is completely
dominated by noise power, instead of interference. As noise
level decreases, differences appear and an upper limit can
be seen in the SNIR of the interfered signals. ANC improves
the SNIR, albeit by a small margin, especially in the scenario
with multiple interferences. As happens with the interfered
signal, an upper SNIR limit is discernible when noise power
decreases, revealing significant remaining interference or
distortion. This technique relies on the assumption that the
frequency spectrum of the interference presents Hermitian
symmetry, or at least a high degree of correlation between
negative and positive side, which might not be the case for
the simulated system.

WD achieves a better result than ANC, but this improve-
ment shows an upper limit as well. Despite reducing inter-
ference, WD sometimes attenuates the signal of interest,
reducing the peak value in the frequency domain. MTI-Z
also reduces target peak levels in the RD maps. This reduc-
tion is directly proportional to interference duration. It also
introduces spectral artefacts, but these are in general small
compared to the interference. Despite these inconveniences,
MTI-Z is achieving a noticeable correction. MTI-IMAT,
which repairs the signal after zeroing, follows the baseline
set by the clean signal almost perfectly. MTI-IM has the best
performance in the static scenarios, but degrades quickly
with increasing velocities, as anticipated in Section IV-B.

A comparison of the techniques against velocity can be
seen in Fig. 7. There, only the results for two interferers
have been plotted, as these followed the same trend as the
one-interferer case. The plots, Fig. 7(a)–(c) show the SNIR;
the plots, Fig. 7(d)–(f) will be discussed in the next section.
Here, it can be seen how there are no significant differences
for the cases with lower SNR [see Fig. 7(a)]. MTI-IM is
the most affected technique when the SNR is good [see
Fig. 7(c)], although it can outperform the simpler zeroing
approach, at least until when the simulated target velocity is
up to 80% the maximum unambiguous measurable speed.

2) EVM: Moving on to the EVM, the results are shown
in Fig. 6. The same structure of the subfigures has been
used as with the results of the SNIR in Fig. 5. As explained
in Section V-A, the noise-and-interference-free signal has
been used as a reference to compute this metric. This way,
the value of the EVM for the signal labeled as “clean”
corresponds to the error introduced by the noise alone.

As with the SNIR, no effect of interference or correc-
tions can be appreciated for the highest simulated noise
levels. The clean signal achieves the lowest values, follow-
ing smoothly the decline in noise power. MTI-IM has the
same behavior in the static scenarios, but quickly degrades
with increasing velocities, as can be seen in Fig. 7(d)–(f).
As with the SNIR, MTI-IM is less effective only around
80% of the maximum speed. Interestingly, in contrast with
the SNIR case, some degradation in the performance of
MTI-IMAT appears, but this is still very consistent and close
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Fig. 6. EVM of the target peaks in the RD profile. The same structure of the subfigures as in Fig. 5 has been used.

Fig. 7. SNIR and EVM achieved with different techniques against velocity (2 interferers). (a)–(c) show the SNIR, (d)–(f) the EVM. (a) and (d) have
a noise power of +20 dBm, (b) and (e) of 0 dBm, and in (c) and (f) the noise level was at –20 dBm.

to the baseline. ANC and WD present the worst results in the
EVM aspect, with WD slightly outperforming ANC. This
can be explained by the reasons stated in Section V-B1. It
should be noted that, in the two interferences case, they
worsen the EVM of the interfered signal. This implies that
these attenuate the noise-and-interference floor, but they
also increase the distortion of the peak value with respect
to the interference, which could be harmful for a possible
subsequent DoA estimation.

3) Probability of Detection: Another important perfor-
mance metric is the probability of detection of an exist-
ing target. In Table III, the ratios between generated and
detected targets are listed for a single interferer. These
are shown for the different IM techniques and levels of
noise. Note that even in the interference-free scenario some
targets are missed. For the situation with two interfering
radars, the results shown in Table IV were computed. The
detector described in Table II was used. All of these results
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TABLE III
Probability of Detection [%] (1 Interferer)

TABLE IV
Probability of Detection [%] (2 Interferers)

TABLE V
Time Consumption of Each IM Technique

correspond to scenarios where the maximum simulated ve-
locity is equal to the maximum unambiguous velocity of the
radar.

As expected, there is an increasing trend in detections
as Pn goes down. Some target amplitudes are so low that are
never detected. In the considered setups, the IM techniques
manage to raise the probability of detection in almost every
case, with some exceptions at the lowest SNR.

When Pn ≤ 10 dBm, MTI-IMAT, MTI-Z, and MTI-
IM, perform comparably with very little differences. WD
stays very close to these two. ANC improves detection but
does not converge to the detections of the interference-free
signal within these parameters. These observations are valid
for both tables. If we look at the differences between the
two tables, we can see that only ANC increases its own
performance against multiple interferences, albeit slightly.
The interfered signal also presents a higher probability of
detection in the lower table. This is due to the fact that the
combined interferences have a lower level, which has been
explained at the start of the section and is further shown by
the SNIR plots of Fig. 5.

4) Time Consumption: Regarding the time consump-
tion as a measure of computational complexity for each
technique, we have to take into account that all of these
have been simulated in MATLAB R2022b on a computer
with a set of commercial components (Intel i7-8700 CPU @
3.20 GHz, 16 GB RAM). This implies that the numbers may
probably change if techniques were run in other platforms,
especially if we introduce hardware optimizations.

The information related to the time consumption of each
technique is shown in Table V. The median value from the
Monte Carlo simulations has been taken in order to nullify
spurious effects of the computer hardware/software over
isolated iterations of the Monte Carlo. Several aspects have

to be taken into consideration in order to interpret these
results.

First, times are measured over whole CPIs of 128 chirps
and 512 samples per chirp. Different sizes may affect these
times. Apart from that, both MTI-Z and MTI-IMAT are
using the detection stage of MTI-IM. Furthermore, MTI-
IMAT operates over the zeroed signal. The median time for
the detection stage of the proposed approach was measured
as 2.082 ms, which is implicitly included in the MTI-IM,
MTI-Z, and MTI-IMAT entries of the table. Thereby, the
use of other interference detection schemes prior to these
may also affect their total times.

On the other hand, the parameters of ANC, WD, and
MTI-IMAT present varying degrees of impact over their ex-
ecution times. For reference, using a wavelet decomposition
level of 2 for WD reduced the median time to 11.125 ms. For
MTI-IMAT, the number of iterations had a more significant
effect. In the current setup, lowering by 1 the maximum
number of iterations reduced the median time by approx-
imately 2 ms each time, down to a minimum of 5.244 ms
when n = 1. Finally, ANC presented the highest variability
between the considered techniques. As a threshold is set
up in order to decide whether the ramp is interfered or not,
the number of interfered ramps has a significant effect in
the amount of time devoted to mitigation in ANC. Higher
noise levels play a role here as well, possibly making ANC
perform more corrections than needed. By splitting ANC
running times ramp by ramp, it has been obtained that,
when it does not detect an interference, it takes less than 0.5
ms per chirp (due to the process of estimating the energy
of the ramp). On the other hand, when ANC performs the
correction, the median time per sweep increases to 1.671 ms.

From these results, we can conclude that MTI-IM pro-
duces decent mitigation results with minimal computational
load. The degradation of the technique due to target radial
velocity certainly exists, but it has not been found to be
an undermining factor. When velocities are uniformly dis-
tributed within the maximum unambiguous velocity of the
radar, the technique is slightly worse overall than MTI-Z.
However, even in this case, the proposal achieves good
metrics. If there is some oversampling in the slow-time
domain (i.e., the SRI is quick in comparison with the highest
velocities in the environment), the performance is improved.
This is not uncommon, as in low-speed environments we
still want to detect sudden appearances of quick mobile
targets.

VI. EXPERIMENTAL TESTS AND RESULTS

A. Setup of the Experiments

To validate the proposed technique, a series of ex-
periments were conducted. A Texas Instruments (TI)
AWR1443BOOST radar board was used as the victim radar.
Two interfering radars were set up, both of the model TI
AWR1642BOOST. The field of view of the victim radar
in azimuth covers the interval [–50°, 50°]. One interfering
radar was placed at around –15°. The other was placed at
approximately +30°. In Table VI, the parameters of victim
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TABLE VI
Parameters of the Radar Systems for the Experimental Verification

and interfering radars are shown. The victim radar was
connected to a laptop using the TI DCA1000EVM data cap-
ture card. The computer could then store the time-domain
samples captured by the victim radar using the software
mmWave Studio. These samples were then analyzed with
MATLAB. The different IM techniques were applied, and
the range-Doppler profiles were input to a CA-CFAR de-
tector. As the background contribution was dense in the
0 velocity bin, and the targets cannot be assumed to be
point-like such as in the simulation, different parameters
were used for this detector with respect to Table II. The
probability of false alarm indicated in that table, which is
used to produce a dynamic detection threshold by escalating
the mean noise around each range-velocity bin, produces an
undesirably low threshold in this scenario, and some false
detections due to multipath and clutter appear. As such, we
used a power margin of 18 dB over the noise floor to detect
targets. The CUT size was reduced, with eight training cells
in both range and velocity. The guard cells were 5 in range
and 3 in velocity.

As the radars are totally asynchronous, the pres-
ence of the two independent interferences is not guar-
anteed in every single burst. Therefore, a high number
of frames were captured. This way, it was possible to
search for CPIs with the simultaneous presence of the two
interferences.

The experiments were carried out in the vicinity of the
Radio Systems laboratory at the School of Telecommuni-
cations Engineering of the University of Vigo. In Fig. 8, the
setup of the experiment can be seen. The picture was taken
from behind the victim radar, mounted over a stool, using
a zoom lens. The interfering radars can be seen to the left
(#1) and right (#2) of the image, mounted over stools as
well. The victim radar is aimed toward the end of the alley.
There, some reflective objects can be seen. These include
a couple of traffic signals (one of which has its broadside
almost parallel to the angle of incidence of the radar wave), a
barrier, a couple of lamplights, and a car. Behind the victim
radar, a drone can be seen. Its size can be compared with
the board. This was used as a mobile target with controlled
speed and low RCS.

Notice the metallic drains as well in the middle of the
alley. Due to its mild inclination toward the radar, we no-
ticed that the farthest one produced a strong backscattering
component, which will be seen in the results shown in the

Fig. 8. Picture with the setup of the experiment.

following. The closest one, which is a little bit outside the
half-power beamwidth of the radar antenna, gets mixed
with the stool of radar #1 without using further angular
information.

B. Results

In Fig. 9 and Table VII, the results of the experiments
are displayed. Two consecutive CPIs were taken from the
whole capture, one of them [see Fig. 9(a)] with significantly
more interference than the other used for reference [see
Fig. 9(b)]. Their respective RD heatmaps are shown in
Fig. 9(c) and (d), with the detections superimposed. The
two independent interferences are easily spotted in the time
domain. The one introduced by radar #2 is more recurrent
but has a shorter duration. During the interfered burst, the
drone was moving against the victim radar at approximately
1.5 m/s. Its distance was of approximately 4.2 m. There is a
difference of 19 ms between both bursts, so the drone moves
around 32% of a range bin between them. The second CPI
has a very small amount of interference, and only from
the interfering radar #2, which apart from affecting less
samples, is farther away from the victim radar. Furthermore,
only seven chirps are affected, and these are close to one
extreme of the slow-time axis. As Hanning windows are
being applied, these interferences get scaling factors in
the interval of [0, 0.31]. This way, the detection map of
Fig. 9(d) can be used as a kind of ground truth. Note
that every RD heatmap is displayed within the same color
range.

The IM techniques are applied over the interfered CPI.
The results can be seen in Fig. 9(e)–(i). By looking at the
heatmaps, different levels of interference mitigation can
be seen. For MTI-IM, MTI-Z, and MTI-IMAT, relatively
small levels of interference can be seen in the background,
especially by looking at the closest range bins. This is likely
missed interference due to the detection scheme (which is
the one of MTI-IM, as explained in the former section).
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Fig. 9. Results of the experiment. (a) displays the modulus of the interfered CPI while (b) shows the immediately anterior CPI as reference. (c) and
(d) are their respective RD profiles. (e)–(i) shows the effects of applying the different IM approaches, namely proposed (e) MTI-IM, (f) MTI-Z,

(g) ANC, (h) WD, and (i) MTI-IMAT.

TABLE VII
Estimated SNIR From Measurements

Some differences can be seen between these techniques. In
MTI-Z, a higher artefact level is visible in the range bins
corresponding to the most powerful peaks of the range-
Doppler map. These artefacts are typical in zeroing [47].
The resulting SNIR values are provided in Table VII. These
have been computed using the detections from the reference
CPI in order to estimate the peak locations (performing a
correction to the drone location). For the computation of
the noise floor, the guard interval of the CFAR detector was
left around the expected peak location. It can be seen how
the three aforementioned techniques produce a very similar
result, greatly increasing the SNIR.

If we look at the detections, these three techniques report
the same ones. By comparing with Fig. 9(c) and (d), we can
see that the drone is now detected. Two static targets are also
reported at 8.1 and 15.5 m. These correspond to the stool
with radar #2 and the parking signal whose broad side is
slightly parallel to the radial axis of the radar, respectively.
The object reflection that appeared in Fig. 9(d) at 14.1 m,
corresponding to a metallic drain (due to the road being
mildly inclined to the radar), was not recovered in this CPI.

ANC seems to have significant residual interference
and some powerful artefacts [see Fig. 9(c) and (g)]. This
may be due to the potential presence of weak object peaks

in the negative frequency band of the range profile. ANC
assumes that this band only contains interference and noise
[60]. Complex-valued radar modules can, however, use the
full range of frequencies [0, fs) to acquire beat signals.
Therefore, targets placed such that their reflected signal
results in a beat frequency in the interval [ fs/2, fs) hinder the
performance of ANC. Thus, it needs an oversampling factor
of at least 2 with respect to the farthest significant reflection
present in the environment in order to work flawlessly.

WD successfully recovers the same three targets as
MTI-Z, MTI-IMAT, and MTI-IM. Nonetheless, it intro-
duces some distortion, especially in the closest range bins.
Every heatmap has a strong detection at range bin 0. This
peak is probably spurious and introduced by the HW of
the board. WD introduces a great attenuation at those bins,
deleting this peak. Nevertheless, this distortion results in
WD producing a ghost target at around 0.5 m [see Fig. 9(d)
and (h)].

VII. CONCLUSION

In this work, a simple yet effective IM technique called
MTI-IM was proposed. This technique focuses in fighting
the uncorrelated interference using an approach inspired
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by MTI techniques. A subtraction in slow time is followed
by a thresholding operation in order to isolate the inter-
ference and then subtract it to the baseband signal in time
domain.

To validate the proposed approach, extensive Monte
Carlo simulations were performed comparing MTI-IM with
other four common IM techniques: zeroing, ANC, WD, and
IMAT. This comparison was based on several performance
metrics, namely SNIR, EVM, detection probability, and
computation time. MTI-IM and IMAT have shown a better
performance than all the others considered. The proposed
technique may suffer from some degradation under highly
mobile scenarios, which in the limit cases provided results
similar to those of zeroing. However, MTI-IM has a clear
computational advantage over IMAT, which makes it valu-
able in complexity-constrained systems such as automotive
radar.

After the simulations, experiments were conducted to
complement the above analysis, and the full measurements
are available at [80]. Specifically, two interfering radars
were deployed outdoor with several static targets and a
controlled mobile target of low RCS (drone). MTI-IM
was proven to be very effective at fighting interference
from two different sources. In the supplementary data,
an animation of the full experiment can be seen, and the
results of the different techniques are compared side to
side.

Summarizing, the performance of MTI-IM can arguably
be challenged by targets with high relative speeds present
in some automotive environments. However, there are prac-
tical cases where this issue may not be too detrimental,
which include any situation where there is certain over-
sampling in the Doppler domain with respect to the most
prevalent Doppler components. In the simulations, it was
found that for a uniform velocity distribution, the proposed
technique obtained the best results among the considered
techniques (except IMAT) for speeds up to near 80% of the
maximum unambiguous speed of the radar. Nevertheless,
measurements in more dynamically dense environments
are desirable for a full validation of the technique in such
scenarios.
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