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Robust Infrared Small Target Detection Using a
Novel Four-Leaf Model

Dali Zhou

Abstract—Infrared small target detection is widely used in the
military field, and robust infrared small target detection has sig-
nificant significance. Inspired by plants, an infrared small target
detection method based on the four-leaf model is proposed. This
model has both macro and micro attributes, with macro attributes
referred to as the background suppressor (BS) and micro attributes
referred to as the texture collector (TC). BS is a four-neighborhood
model that can achieve background suppression while reducing the
interference of bright background clutter in the target neighbor-
hood to a certain extent. TC can collect texture information of small
targets and improve the enhancement effect of small targets. The
fusion of TC and BS can effectively suppress background clutter
and improve the detection performance of infrared small targets.
The experiment is carried out on five real infrared image sequences.
The results show that the proposed infrared small target detection
method can improve the detection rate and reduce the false alarm
rate in the face of infrared images with complex backgrounds. Com-
pared to existing algorithms, the algorithm has high robustness.

Index Terms—Background suppressor (BS), detection rate, false
alarm rate, infrared small target detection, texture collector (TC).

I. INTRODUCTION

MALL target detection is an important technology in in-
frared search and tracking systems [1], [2]. Infrared target
detection is widely used in the military field, which can warn en-
emy aircraft and helicopters [3], [4], [5], [6], [7], and is one of the
most important technologies in the passive defense system [8],
[9], [10]. Due to the long imaging distance, the target is dark and
small, and there is no fixed information about shape, texture, and
structure [11]. And the target is usually immersed in a complex
background [12]. Infrared small targets with few effective pixels
and background clutter exhibit similar characteristics. Even in
some complex backgrounds, it is difficult for the naked eye to
recognize small infrared targets from a single frame image.
Therefore, improving the detection performance of infrared
small targets in complex backgrounds is still a difficult task.
Traditional small target detection methods are some basic
filters, such as maximum mean/maximum median filter [13], top
hat filter [14], two-dimensional least mean square adaptive filter
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[15], etc. However, these methods will degrade the detection
performance and have a serious false alarm rate when the SCR is
low. There are also methods based on low-rank matrix recovery,
such as the infrared patch-image model [16], the robust principal
component analysis [17], the stable multi subspace learning [ 18],
reweighted infrared patch tensor model [19], and nonconvex
rank approximation minimization [20]. In recent years, peo-
ple have done important research on detection methods based
on human vision system (HVS). These methods focus on the
contrast and difference between the target and its surrounding
background. Chen et al. [21] proposed a local contrast measure
(LCM) algorithm, which uses an image patch to divide the sur-
rounding parts into eight directions to suppress the background.
Wei et al. [22] proposed a multiscale patch-based contrast mea-
sure (MPCM). Bai and Bi [23] proposed a derivative entropy
contrast measure and Deng et al. [24] proposed a weighted local
difference measure. These algorithms utilize the local contrast
difference of small targets to achieve target enhancement and
background suppression. Therefore, these methods are sensitive
to highlight background and background clutter [25]. When
the infrared image background is complex, the stability per-
formance of the algorithm is poor. Shi et al. [26] proposed a
high-boost-based multiscale local contrast measure for the small
target detection in the complex backgrounds. Han et al. [27]
proposed a multiscale tri-layer local contrast measure. Nasiri and
Chehresa [30] proposed a novel three-layer patch-image model,
where the variance difference is weighted between each part.
Tang et al. [32] proposed a high-performance detection method
with fast processing speed and detection effectiveness by global
contrast measure (GCM). Faced with different complex and
ever-changing infrared image sequences, these algorithms find
it difficult to maintain superior detection performance. These
algorithms are greatly affected by the bright background clutter
in the target neighborhood.

To improve the robustness of the algorithm, we propose a
four-leaf model inspired by plants. This model has both macro
and microscopic properties, namely the background suppres-
sor and texture collector in the model. Background suppressor
mainly achieves complex background elimination, while texture
collector achieves feature extraction of infrared small targets in
complex backgrounds. With this algorithm structure, the four-
leaf model ingeniously separates the background suppression
function from the target enhancement function. Compared with
the traditional method, the four-leaf model is more consistent
with the characteristics of infrared small targets, so it has higher
target recognition accuracy. In addition, using four adjacent
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Fig. 1.  Four-leaf model inspired by plant.
Fig. 2. Flowchart of the proposed algorithm.

regions that are relatively close to the target for local contrast
calculation can effectively suppress the interference of bright
background clutter in the target neighborhood in some complex
image sequences and improve the detection performance of
small infrared targets in complex backgrounds. We analyzed
the principle and feasibility of the algorithm in detail. The
experimental results show that the proposed method in this
article has certain advantages.

II. PROPOSED ALGORITHM

Fig. 1 is the four-leaf model inspired by plants. This model
consists of two parts: one is the background suppressor com-
posed of four leaves, abbreviated as BS, and the other is the
texture collector composed of leaf textures, abbreviated as TC.
The flowchart of the algorithm is shown in Fig. 2. We use a
four-leaf model to achieve background suppression and tar-
get enhancement, thereby extracting targets. Specifically, BS
achieves background cancellation, while TC is responsible for
extracting target features. Independent design of two functions
will help improve background noise suppression. Then, the BS
map and the TC map are fused to obtain the BSTC map. After
image fusion, the background is significantly suppressed and the
target is significantly enhanced. Finally, the adaptive threshold
method is used to obtain the infrared small target.

A. BSTC Calculation

We used the four-leaf model for local contrast measure, as
shown in Fig. 3. In the traditional nine-cell model when there
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is background clutter around a small target, it will participate
in the calculation. According to the theory of local contrast
computation, this will affect the enhancement effect of small
targets, as shown in Fig. 3(c), thus affecting the detection rate.
Then, adopting an adaptive threshold segmentation algorithm
to detect targets will result in a higher false alarm rate in
order to achieve a higher detection probability. Different from
the traditional nine-cell model, our four-leaf model uses four
neighborhoods in the calculation to eliminate the background,
which can suppress the interference of the highlight background,
and the highlight background clutter in the target neighborhood
to a certain extent, as shown in Fig. 3(e). Therefore, compared
with the nine-cell model, the four-leaf model has a certain high
robustness.

First, inspired by the LCM algorithm [21] and RLCM algo-

rithm [28], BS is implemented using the following:
BS = MAX {ITy*(IT, — IB), 0} (1)

where [T represents the gray value of the target, IB represents
the gray value of the background, which are calculated as
follows:
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where If¢ is the Kth maximal gray value in cell(0), I is the
Kth maximal gray value in cell(7)|i = 1,2, 3, 4, and N1and N2
represent the numbers of maximal gray values considered.

Second, the image gradient is used to achieve the function of
TC. Given a raw image, the infrared gradient vector field can be
calculated as follows [33]:

Vi, y) = [y f @ y)]" )
PRI 22 EE L X R
f’y(%y):f(x’y+1);f(m’y_1) (6)

where f',(z,y) and f',(x,y) are the gradient values in the x-
direction and y-direction, respectively. This article defines the
four-direction gradient as follows:
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Then, we divided TC into four regions, as shown in Fig. 4.
Four regions correspond to four directions, and a gradient set
for each region is constructed by calculating the gradients of all
pixels in the corresponding direction in each region. The set of
gradients in four regions is represented by the following:

{Gy(i+m, j+n)|(i+m, j+n)€gy},n=1,2,3,4
®)
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(a) Raw image. (b) Traditional nine-cell model. (c) Saliency map obtained by the nine-cell model. (d) Four-leaf model. (e) Saliency map obtained by the

where g,|n=1,2,3,4 represents the four regions of the TC,
(4, 7) represents the current coordinate of the center of the TC,
and. (i + m, j + n) represents the pixel coordinate in the four
regions. The mean square value of a region is calculated using
the following:

SUM (gr2(i,j))

avegy, (i,j) = n=1,2,3,4
! MAX{”Q”}HO’I}
SUM ({G(im.j+n) l(i+m,j+n)een}) o,
= 377: b ]
MAX {]lgryllo: 1}
C))

where || ® ||, represents the number of nonzero elements. Then,
TC function can be achieved as follows:

. 1 SUM (gr2)
TC = aveg, = n .
Z ! Z MAX {[[grlo- 1}

(10)

Finally, we get the calculation method of the four-leaf model,
asshownin (11). It can be easily seen that after processing by BS,
the parts of the image that are less than O are no longer involved
in subsequent calculations. Therefore, multiplying with TC can
obtain higher precision target feature extraction results

BSTC =BS*TC

1. SUM (gr2)
=MAX {ITox(ITo—IB),0} * TRERS
{ITo*(ITo—1IB), 0} ;MAX{ngnHoal}
(11)

In some complex infrared image sequences with complex
backgrounds, the four-leaf model has better detection perfor-
mance. We conducted comparative experiments on four real
infrared image sequences. In the experiment, we only use BS
to detect infrared small targets in four-leaf and nine-cell modes,
respectively. Fig. 5 shows the influence of the proposed four-leaf
model and the traditional nine-cell model on the detection per-
formance of small infrared targets. It can be seen that in some
complex infrared sequence images, due to the reduction of the
calculation area, the four-leaf model can reduce the interference
of the background clutter to a certain extent and improve the
detection performance of small infrared targets.
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Fig. 5.

B. About Parameter Selection

About the background suppressor, the two parameters /N1
and N2 are adjustable, which can increase the flexibility and
adaptability of the algorithm. This is also a key factor in the
algorithm’s high detection performance. Therefore, it is neces-
sary to explain the two-parameter settings of the algorithm. We
conducted experiments on four real infrared image sequences.

In Fig. 6, the target size of Seq. 1 is less than 3 * 3 pixels, and
the number of effective pixels is between 1 and 2 pixels. It can
be seen that when N2 is fixed, the more N1 deviates from the
number of effective pixels, the worse the detection performance.
In Seq. 2, the target size ranges from 3 * 3 pixels to 5 * 5 pixels,
and the effective number of pixels is about 5 to 13 pixels. When
N2 is fixed, the greater the deviation of N1 from the effective
pixels, the worse the detection performance. In Seq. 3, the target
size is less than 3 * 3 pixels, and the effective number of pixels
is about 1 to 2 in most images. When N2 is fixed, the greater the
deviation of N1 from the effective pixels, the worse the detection
performance. In Seq. 4, the target size is less than 3 * 3 pixels,
and the effective number of pixels is about 1 to 4 pixels. When
N2 is fixed, the greater the deviation of N1 from the effective
pixels, the worse the detection performance. In our experiment,
N1 should be similar to the effective number of pixels of the
target. From the four experiments, it can be seen that when N1 is
fixed, N2 does not significantly affect the detection probability,
but has a certain impact on the false alarm rate. We suggest
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Comparison of detection performance between four-leaf and nine-cell model.

that N1 should be similar to the effective number of pixels of the
target, and N2 can be finetuned according to the specific infrared
image sequence to reduce the false alarm rate.

Regarding the texture collector, it is recommended that the
size should fully include the target area to complete the full target
texture collection. In the face of complex image sequences, it
can be adjusted appropriately to improve the accuracy of texture
collection.

C. Threshold Segmentation Algorithm

Equation (12) is used for threshold segmentation. Considering
part background of the saliency map becomes zero, so we use
the mean value of removing zero here

Th =k X Iax + (1 = k) X Tean(~0) (12)

where [,,x is the maximum gray value of the saliency map,
©nean(~0) is the mean value excluding zero, and £ is a threshold
coefficient between 0 and 1.

III. SIMULATIONS AND EXPERIMENTAL RESULTS

In order to verify the effectiveness of the algorithm, five real
infrared sequences [34] are used. The detailed information of
infrared small target image sequences is shown in Table 1.

We compare six algorithms, including RLCM [28], WSLCM
[29], MPCM [22], VARD [30], TTLDM [31], and GCM [32].
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Fig. 6. Influence of parameters.
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Fig. 7 shows the processing results of different algorithms for
a single image. We can see that in the original infrared image
sequences, the background is complex. There are bright back-
grounds, complex background edges, and background clutter.
TTLDM uses a trilayer template for local difference measure
which combines the grayscale difference and grayscale variance.
This method has good background suppression performance but
is susceptible to interference from bright background clutter.
The RCLM algorithm leaves behind a lot of background clutter.
WSLCM and MPCM are improved algorithms based on LCM.
They can remove background information well, but the target
is still interfered with background clutter. The VARD algorithm
has a strong background suppression ability. The calculation
of variance will significantly enhance some bright background
clutter, causing some targets to be submerged. GCM is the latest
high-performance algorithm with high efficiency. However, due
to the limited number of pixels involved in contrast calculation,
a certain amount of background clutter remains in the saliency

of the algorithm. To further illustrate the advantages of this
algorithm, the receiver operating characteristic (ROC) curves
of different algorithms are also shown in Fig. 8. The ROC curve
can well reflect the detection performance and robustness of
the algorithm. Overall, our algorithm has the best ROC curve,
indicating that our algorithm has achieved the best detection
performance among these five sequences with high robustness.
From the five ROC curves, it can be seen that the robustness
of MPCM, VARD, and TLLDM is poor in some complex
scenes. These algorithms are susceptible to the influence of
bright background clutter, which can affect detection perfor-
mance. The WSLCM algorithm does not achieve good detection
performance in these five sequences and it has poor detection
performance when dealing with infrared image sequences of
weak and small targets in some complex scenes. The pixels
involved in RLCM calculation are adjustable, which increases
the adaptability to different scenes. However, this algorithm
only calculates local contrast, which leads to certain bottlenecks
in the detection performance of the algorithm. The GCM al-
gorithm is the latest proposed infrared small target detection
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algorithm, which has the characteristics of high performance
and fast speed. Compared with other algorithms, it performs
relatively well for some small-sized targets. However, due to
the dilation operation of morphology, it outputs the maximum
pixel as the background gray value, which to some extent limits
the performance of the algorithm. Therefore, for Seq. 2 and
Seq. 4, the detection performance severely decreases in complex
backgrounds with relatively large target sizes. The algorithm
proposed in this article has the best performance. Compared
with other algorithms, it has higher robustness in the detection
of small infrared targets in different scenes with different fea-
tures. Compared with these algorithms, the four-leaf model is
considered more comprehensively. The calculation methods of
BS and TC in macro and micro aspects have achieved higher
accuracy in small target recognition. A highly robust BS can
effectively suppress the interference of bright background clutter

1467

TABLE II
CALCULATION TIME OF DIFFERENT METHODS

TLLDM RLCM WSLCM MPCM VARD GCM
0.0115 0.2088  0.1655 0.0151  0.0120  0.0053

PRO
0.2770

in the target neighborhood. A high-precision TC specifically
extracts infrared small target features. The fusion of BS and TC
can effectively suppress background clutter and improve target
saliency. The processing effect of a single image proves that the
algorithm has both a high-precision background cancellation
effect and a high stability target enhancement effect. The ROC
curves of image sequences further prove that the algorithm has
high robustness and high target detection probability.

In addition, we use Seq. 5 in Table I as a reference to calculate
the calculation time of different algorithms, as shown in Table II.
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Compared to the other six algorithms, our algorithm requires
slightly more time. That is to say, we achieve high detection
performance and high robustness by sacrificing some calculation
time. This is also the shortcoming of the algorithm proposed in
this article.

IV. CONCLUSION

Inspired by plants, a highly robust infrared small target de-
tection method is proposed, which is called the four-leaf model.
In the article, the leaf part of the four-leaf model achieves a
high robustness background suppression function. We use four
neighboring regions close to targets for background cancella-
tion, which to some extent reduces the interference of bright
background clutter in the target neighborhood. The texture of
the four-leaf model is designed as a texture collector, which
accurately extracts target features and achieves target enhance-
ment. Experiments are conducted on five image sequences and
six algorithms are compared. The experimental results show that
the four-leaf model inspired by plants has high target recognition
accuracy and is a robust infrared small target detection method.
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