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A Novel Approach for Cooling Chiplets in
Heterogeneously Integrated 2.5-D Packages
Applying Microchannel Heatsink
Embedded in the Interposer

Gyorgy Bognér™, Gabor Takédcs™, and Péter G. Szabd

Abstract—1In this article, an innovative approach to enhance
heat transfer mechanisms in 2.5-D heterogeneous packages by
integrating microchannels into the silicon interposer is presented.
An analytical model is introduced to determine the main thermal
properties of the cooling system. To demonstrate the cooling
performance of the device, a 3-D model is created, and a
total of 12 cases for four scenarios are investigated numerically.
The results are compared with the classical cooling approach
applying 10-100 cm®/min water flow in the microchannels. It is
demonstrated that in the case of a heterogeneously integrated
system, incorporating a single-core chiplet as a central processing
unit, the temperature dropped from 109 °C to 44 °C at the highest
flow rate by applying the combination of the conventional heat
sink and the integrated microchannel cooler. It is also shown
that regarding a system with a four-core processing unit when
only one core has a high load, the core temperature decreases
by up to 72.7 °C. The contribution of the enhanced secondary
heat flow path is obtained from computational fluid dynamics
(CFD) simulation cases. The study shows that the importance of
the secondary heat flow path has increased significantly, and the
proposed novel cooling system can solve the thermal issues of the
heterogeneously integrated 2.5-D devices.

Index Terms— Embedded cooling, heterogeneous packaging,
microchannels.

I. INTRODUCTION

HE continuous breach of the “Red Brick Wall”—a term

often used by the semiconductor industry [1]—with novel
materials and compositions in integrated components together
with 3-D architectures [2] results in new thermal design
problems. Fin-FETs [3], gate-all-around MOSFETs [4], and
modern trench capacitances [5] led us to the next phase of inte-
gration when the minimum feature size reached the nanometer
scale. These new technologies are often incompatible with
each other, and as a consequence, chips with different pur-
poses (e.g., memory, arithmetic unit, and sensors) cannot be
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fabricated on the same substrate. To overcome this, researchers
and electronics package designers are creating novel packaging
assemblies that can integrate multiple functions into one
package; otherwise, the assembly would require an entire
printed circuit board (PCB). Thus, in modern 2.5-D or
3-D electronics packaging, more and more components are
placed into a single package forming a complete system.
In system-on-chip (SoC) realization, each functional block of
a system is placed into a single semiconductor die [6], but in
other solutions [e.g., in system-in-package (SiP) or system-on-
package (SoP) implementations], these blocks can be placed
onto different dies. These dies can usually be realized on
different types of semiconductor materials and manufactured
with varying semiconductor technology and minimal feature
sizes (MFSs). Therefore, each integrated electronic circuit is
fabricated with the proper technology and MFS on each die,
which is the most outstanding achievement of heterogeneous
integration.

With the advance of heterogeneous integration, these differ-
ently manufactured discrete chiplets can be placed in the same
package on a passive or active silicon interposer [7], [8], [9]
which allows high-speed connection between chiplets, unlike
in SiP architectures with organic interposers [10], [11].

However, in the case of heterogeneous integration, we have
the application as follows:

1) chiplets with diverse geometric parameters made by
different semiconductor manufacturing technologies;

2) stacked-die structures;

3) different interconnection technologies (e.g., wire bond-
ing, tape-automated bonding, and flip-chips) can be
possible.

In addition, these result in increased dissipation per unit area,
leading to cooling problems unlike before.

The traditional method [e.g., through the semiconductor dies
itself and through the lid in a flip chip ball grid array (FCBGA)
package] appears to pose challenges for heat transfer from
the junctions to the ambient. A summary of the most current
research on heat transfer can be found in [12]. To overcome
these issues, other heat flow paths should be examined to
determine whether there are possibilities to enhance their
efficiency.

Generally, in the case of modern SoC devices, flip-chip
packaging technology is commonly used. The main heat
path points from the junction through the semiconductor die
toward the backside of the chip and to the heatsink and
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fan (HSF) assembly. In pure passive cooling solutions, high-
thermal conductivity insulators, e.g., AIN or h-BN, can be
applied instead of thermally resistive interlayer dielectrics in
3-D ICs [13]. However, this modification reduces the hotspot
temperature by 20% only. In [14], a novel microgap dielectric
coolant manifold has been designed and studied numerically
for 2.5-D stacked integrated circuits with multiple high-power
dies. Rajan et al. [15] successfully demonstrated a monolithic
microfluidic cooling device for 2.5-D packages, where deion-
ized water was used as a coolant in micropin fin heatsinks
etched directly into the backside of the chiplets and covered
by 3-D printed manifold.

To ensure the low junction-to-ambient thermal resistance,
Hoang et al. [16] designed a 3-D-printed cold plate on the
top of the device (a copper block with a top surface area of
1”7 x 1” to mimic a computer chip) and characterized it with
water as the coolant. They managed to print a strong metal
fin structure which can handle the high pressure of the fluid
at high flow rates.

The application of phase-change materials (PCMs)
as coolants has been extensively studied in the past
decades [17], [18]. Bar-Cohen et al. [19] report on the
fundamentals of evaporative cooling physics and a numerical
modeling approach to enable the co-design of such solutions
in emerging computing and communications systems.
Wu et al. [20] propose the application of PCM inside the
chip package instead of the conventional thermal interface
material (TIM) layers. This solution can achieve a better heat
transfer from the junction to the case and lower the thermal
resistance within the internal structures.

In addition, CMOS compatibility of microchannel forming
technology is still an emerging topic. Dang et al. [21]
present the fabrication technology, assembly steps, and test
results of a silicon chip with CMOS process compatible
microchannel heatsink and thermofluidic chip input—output
interconnect using wafer-level batch processing for 2-D and
3-D chips, as the microchannel heatsink is fabricated directly
on the backside of each chip. One of the most interesting
solutions can be the low-temperature electroplating process
published in [22] and [23], where microchannels formed by
electroplating were used for concentrated photovoltaic cell
cooling.

Some researchers proposed a cooling method by applying
thermal-sensitive materials (e.g., hydrogel) [24], which can
self-adapt to the changes in the thermal conditions (hotspots),
improving the thermal transfer inside the cooler.

It should be highlighted that a secondary heat flow path
also exists that transfers a significant amount of the heat
toward the package substrate and the mainboard, which can
act as a heat-emitting structure (a passive cooling structure).
Peng et al. [25] addressed the double-side cooling of power
modules. They have proved the importance of the secondary
heat flow path. Matsumoto et al. [26] presented how to realize
the effective cooling from the bottom (substrate) side of
chips, assuming a substrate that consists of organic dielectric
materials and copper in a 3-D package for high-end server
applications.

The heat transfer ratio between the primary (junction-
to-case, toward the HSF) and secondary (junction-to-board,
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Fig. 1. Exploded view of an FCPGA structure with HSF, where the red
arrows indicate the primary and secondary heat flow paths.

toward the PCB) heat flow paths is still to be determined
in heterogeneously integrated structures, which is the main
objective of some ongoing studies.

Based on these challenges imposed by insufficient cooling,
our team proposes a novel concept to improve the heat transfer
in modern—heterogeneous—packages through the secondary
heat flow path. The objective of our research is to enhance
junction-to-board heat transfer by creating a simple stack-up
and integrating microchannel structures into the interposer
layer. This article presents the investigation of the effect of
these microchannels on circulating fluid in heterogeneously
integrated systems by an industrial electronics cooling numer-
ical simulator.

In [27] and [28], the fabrication and characterization of
embedded microchannel structures were presented in detail.
These microstructures were fabricated directly in the back-
side of the active silicon semiconductor dies by applying
CMOS-compatible wet chemical etching process steps [27].
Hence, the heat conduction path between the junction and the
wall of the microchannels, where the heat transfer happens
between the die and the circulated fluid material, will be
shortened by avoiding several TIM layers. The main aim was
to avoid using the compounds of alkali metal materials, like
potassium and sodium, due to their tendency to interstitially
diffuse into the silicon, causing changes in the threshold
voltage of MOS-FETs.

In the case of traditional FCBGA packaging structures
(Fig. 1), the majority of the heat is conducted from the junction
to the backside of the die itself, then through a couple of TIM
layers and the metal lid—also called integrated heat spreader
or IHS—to the heatsink. Finally, through the walls of the
warmed-up heatsink, the heat is transferred to the circulated
air. Since a common heatsink has a couple of square meters
of surface area, the typical Ry,;c value is less than 0.5 K/W.

It is important to highlight that not only one but also at least
two significant heat flow paths exist in FCPGA structures.
A secondary heat flow path can be identified between the
active area and the ambient, where the heat flows through
the microbumps, the interposer, and the bumps toward the
mainboard, which in this case can be considered as a heatsink.
However, the amount of dissipated heat flowing in this direc-
tion is not determined and still poses many questions.

Forming a microchannel heatsink structure in the back-
side of the flip-chip itself is applicable only in those cases
when the traditional heatsink has to be replaced, e.g., in
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space-constrained applications or in rack devices. The heat
transfer coefficient will be significantly higher, but the heat
transfer area will be decreased by at least one or two orders of
magnitude. If the flip-chip technique cannot be applied (e.g., in
a simple dual-in-line package), the microchannel-based cool-
ing solutions could also be a good answer for thermal
challenges. In these cases, the die is placed on a lead frame,
and the electrical connections are created by applying different
wirebond techniques. The heat can only be transferred to the
ambient by conduction (through the lead frame toward the
pins) and by natural convection. If microchannels are formed,
Ruja can be decreased significantly by presenting a secondary
heat flow path.

In the frame of our preceding research work, it was proven
that embedded microscale cooling solutions could effectively
improve the overall junction to ambient heat flow by increasing
the heat transfer through the secondary heat flow path toward
the microchannels. In [27], the manufacturing process for
fabricating microchannel structures in silicon dies based on
wet etching process steps was presented in detail.

In the case of 2.5-D or 3-D packaging, flip-chip and
wirebond techniques are commonly and alternately applied
on a common interposer. However, the traditional FCBGA
package structure cannot be applied. The main problem is the
varying height of the dies placed on the common interposer.
In this case, the TIM layers with different thicknesses should
be applied to realize thermal contact between the die and
the common metal lid/IHS. The TIM layer has the worst
heat conductance in the traditional heat flow path. Hence the
thinnest possible layer would have to be chosen. However,
another problem also arises. If microchannels are fabricated in
flip-chip devices, the fluid supply is difficult to manage. Either
a double-walled lid is applied, or inlets/outlets are opened
through the metal lid traditional heatsink, and fan structures
cannot be used anymore.

The only possible solution is to create a secondary heat
flow path while maintaining the traditional FCBGA packaging
technique. In the case of 2.5-D packaging and heterogenous
integration, a silicon or organic interposer can be applied on
which several dies with different thicknesses and with different
bonding (e.g., flip-chip, wire bond) techniques are placed. One
possible way is to enhance the role or create a secondary
heat flow path by applying microchannel-based cooling. It is
important to place these microchannels as near to the junction
as possible to keep the overall thermal resistance between the
junction and the ambient — in this case, between the junction
and the fluid circulated in the channels — as low as possible.

The previously presented methodology for fabricating
embedded microchannel structures in a silicon die is obvi-
ously applicable to silicon interposers. In the case of organic
(e.g., FRS) interposers, additional process steps are necessary
to fabricate channels in the epoxy-based material. In the
first step, trenches are created by mechanical drilling using
a benchtop milling machine in a pure epoxy glass fiber
board (mainly FR4 material). Then, this board is stuck to
the FR4/FRS board or interposer by applying epoxy-based
adhesives to form the channels.

However, several new design problems have to be dealt with
for the application of microchannels. The dimensions of the
side edges of the interposer are an order of magnitude larger
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than the side edge of the chips, typically 20-30 mm. That is
why the lengths of the channels are also longer than in the case
of in-chip realization, resulting in increased hydrodynamic
resistance and higher pressure drop. Therefore, wider and
deeper channels or more channels should be used.

Furthermore, it must be taken into account that in the case
of parallel channels, the dimensions of each channel should
be equal to the others: the length and the characteristic dimen-
sions should be the same. It is essential to avoid that the mass
flow rates in the channels are significantly different due to
different hydrodynamic resistances of the channels. Different
mass flow rates and velocities result in different heat transfer
coefficients (7) and heat transfer. It could happen that different
channel lengths result in only a single channel dominating the
heat transfer. That is why hydrodynamic modeling is essential
in the phase of designing the channels’ layout and architecture.

These hydrodynamic design aspects should be considered
at the first step of planning the microchannel structure to
obtain an effective cooling solution. However, besides these
aspects, it is also important to model and investigate the
thermal behavior of the structure.

The aim of our work is to present a novel approach to
enhance the heat transfer by applying integrated microscale
channels embedded in the silicon interposer in 2.5-D packages,
which will serve as fluid cooling vehicles. Section II presents
an analytical model prior to the numerical simulation that
will also be used to create equivalent circuit models of the
heat transfer, besides cross-verifying the numerical results.
Section III presents the approach to the new cooling concept
together with the relevance of the secondary heat flow path.
Section IV shows the full extent of the envisioned embed-
ded cooling vehicle together with the 2.5-D heterogenous
packaging and different cases of the numerical investigations
and setup. The results and comparisons of our analytical and
numerical investigations are presented in Section V, followed
by the conclusion.

II. ANALYTICAL MODEL

Applying thermal modeling or simulation tools in the earli-
est phase of thermal-aware design flow is inevitable to obtain
pressure drop, flow rate, and thermal resistance values as fast
as possible, since it is a key factor for proper design and time-
to-market. The applied process steps and technology determine
the design rules (e.g., the minimum and maximum width,
depth, and length), but the layout of the channels is based
on preliminary calculation and modeling.

An analytical electrothermal-hydrodynamic modeling tool
was developed to evaluate the thermal and hydrodynamic
behavior of the structure with embedded channels. With these
models, the dimensions and layout of the channels can be
determined several times faster than by using any computa-
tional fluid dynamics (CFD) tools.

In order to derive the analytical model of heat transfer
between the channel walls and the coolant, it was necessary to
break down each channel into small segments and calculate the
Nusselt number and heat transfer coefficient values for each
segment. The main aim is to determine the thermal resistance
between the walls of a single channel and the fluid.

There are differences in effective heat transfer values not
only among the parallel channels but also within different
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segments of a single channel. Near the inlets, the local Nusselt
number and, hence, the heat transfer coefficient are signif-
icantly higher. i heat transfer coefficient can be calculated
as follows:
_ kf -Nu
=D,
where ky is the thermal conductivity of the fluid, and Dy is
the hydraulic diameter [29]. The Dy hydraulic diameter can
be determined for a square-based column as follows:
. 2-a-b
= a+b

h (1

2

There are several analytical equations [30] to determine the
average Nusselt number of a single channel, which depends
on the cross-sectional geometry and the channel length; hence,
the average heat transfer coefficient of a single channel can
be determined. In our investigations, the laminar-type flow
was typical in trapezoidal cross-shaped channel structures. All
parallel channels have the same inlet and outlet points. Based
on these assumptions, the Nusselt number can be calculated
as follows:

0.065- (Dy/L) -Re - Pr

Nu=5.14 + >
1+0.04- [(Dy/L) -Re - Pr]?

3)

where L is the length of the channel, Re is the Reynolds
number, and Pr is the Prandtl number, which can be calculated
as follows:

Dy-§/A Dy-p-G/A Dy-p-v

7 v v
Cp-v

kg

Re = 4

Pr= 5)
where v is the dynamic, p is the kinematic viscosity of the
fluid, p is the density of the fluid, L is the length of the
investigated channel, and v is the mean velocity of the fluid.
If we focus only on a dx length segment of the channel, the
heat flows through the walls of the channel and warms up the
fluid. Based on the conservation of energy, we can write

dm
h-(Tw—Tf)-p-dxzamp-de (6)

where ¢, is the specific heat of the fluid, d7 is the temperature
difference of the dm mass fluid when it enters and leaves the
dx length segment of the investigated channel per unit time,
dm/dt is the constant mass flow rate of the fluid, and T,, and
T, are the walls and fluid temperature, respectively.

After the rearrangement of (6), solving the resulting lin-
ear differential equation, the thermal resistance between the
walls of a single channel and the fluid can be calculated as
follows [32]:

1

_dlx-A °
dm dm
E'Cp-(l—e @ ”)

It can be seen that Ry, uon depends on the mass flow rate,
A is the heat exchange area (the total sum of the walls’
area), ¢, is the specific heat of the fluid, and the heat transfer
coefficient.

)

R th_uch =
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Fig. 2. Lumped element model of the heat map.

The overall Ry ych s Value can be determined for parallel
microchannel structures by adding the Gy, cn conduction val-
ues of each channel and calculating the reciprocal value [32]

1
=N o
Z,‘=1 Gth_uch_i

In [27], a novel methodology was presented to deter-
mine the Ry, ,hn partial thermal resistance and cross-verify
the analytically calculated and simulated values. This novel
methodology is based on Joint Electron Device Engineering
Council (JEDEC) JESD51 1-14 standard test method [31].
The successful validation showed that the maximum devia-
tion between the analytical model and measured results is
below 8%, but at high flow rates, the deviation decreases
below 2%.

Based on these assumptions and calculations, an analytical
model was built, and a hydrodynamic—thermal modeling tool
was developed in ANSI C [32]. The hydrodynamic properties
and the Ry, thermal resistance of each channel can be
determined within seconds. During the calculation of the
pressure drops, minor losses are also taken into account. These
minor losses are based on the local energy losses caused by
the disruption of the flow due to possible inlets, outlets, bends,
expansions, and contractions of the channel.

In the case of embedded microchannel heatsink structures,
the heat conduction map can be generated (Fig. 2) by iden-
tifying each resistance. It can be clearly seen that there are
two main heat flow paths. In the case of a standard FCBGA
package without microchannel cooling structures, the primary
heat flow path is toward the heatsink and the fan. Without a
heatsink, the secondary heat flow path toward the motherboard
becomes significant. In this latter case, heat can be transferred
to the ambient by natural convection only, which means a
low-heat transfer coefficient (h = 5-6 W/m?.K), increasing
the thermal resistance between the lid and the ambient, which
at last results in elevated chiplet temperatures.

The embedded microchannel structures in the interposer can
decrease the overall Ry, j, by adding a low-thermal resistance
parallel branch to the secondary heat flow path. Its value
depends on the mass or volumetric flow rate; that is why the
variable resistance symbol was used in Fig. 2.

®)

Rthfuchfstr =

III. RELEVANCE AND ENHANCEMENT OF THE
SECONDARY HEAT FLOW PATH
Removing the dissipated heat from the chiplets is one of

the most challenging problems in modern 2.5-D and 3-D
packaged systems. Currently, the application of stacked-die
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structures and dies with different thicknesses makes the sec-
ondary heat flow path more relevant. Using TIMs with varying
thicknesses between the chiplets and the lid [33] seems to be
an easy solution. However, the limited thermal conductivity
of TIMs leads to increasing partial thermal resistance and
results in elevated junction temperatures, especially where
higher distances should be bridged. A more effective technique
to avoid elevated temperatures would be the application of
integrated microscale cooler structures within the interposer or
the package substrate itself. This way, the balance between the
traditional main and secondary heat flow path will be shifted.

The secondary heat flow path thermal resistance depends
mainly on the following:

1) the physical properties of materials and dimensions
of the interposer and package substrate;
2) the type of materials and dimension of the joints between
the chiplets and interposers;
3) number per unit area of through silicon via (TSV);
number per unit area of the joints (bumps, c2c).
Furthermore, by the application of integrated microchannel
structures, other parameters will also influence the cooling
performance of the secondary heat flow path:

1) sizes and cross-sectional shape of the channels;

2) the number and length of the microscale channels;

3) physical properties of the applied fluid (e.g., thermal
conductivity and specific heat, density, and dynamic
viscosity);

4) the flow rate of the working fluid (volumetric or mass
flow).

IV. STACK-UP AND SIMULATION MODELS

During our investigations, the numerical model (3)-D and
thermal model) of a 2.5-D integrated heterogeneous system
with embedded microchannels was created and setup. A con-
ventional FCBGA with multiple dies placed on an organic
interposer formed the base of the system, which is placed onto
a printed-wired board (PWB) that meets JEDEC-JESD-51-7
standards [34]. A chiplet/die arrangement was created based on
Intel Kaby Lake-G architecture [35] inside the package. Three
dies are placed with different designations: a CPU, a GPU, and
a memory module. These chiplets were placed on a silicon
interposer, in which microchannel structures were formed.

The simulation model was built up in Simcenter Flotherm,
which is an industrial electronics cooling CFD designer tool
by Siemens [36]. The test board is a 2s2p type JEDEC
high-thermal conductivity card with two signal layers (top
and bottom layers) and two internal power planes (VDD
and GND) made of copper. These internal power layers can
help distributing the heat from the package with an area of
30 x 30 mm. The package has 480 pieces of SnAg bumps
(SAC305) represented as cuboids with 500 x 500 um size
and a thickness of 400 pum. In the center, a bank without
bumps was formed, which means that the banks or fields of
bumps were only created near the sides of the package. The
main reason is that microchannels are formed in the interposer
directly underneath the silicon dies; thus, no space is available
for realizing dense copper connections.

The thickness of the interposer is 400 pum, including the
70-um-deep and 170-mm-long parallel microchannels. At the
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Fig. 3.

Exploded view of the heterogeneous package.

inlet and outlet, there are two channels with a 1-mm width,
forming a common rail. These are distributed into 61 pieces
of 200-um-wide channels in the middle, and two pieces of
300-pum-wide parallel microchannels at the sides over the size
of 24.5x 24.5 mm? (see Fig. 3).

The chiplets are connected to the interposer by SnAg
microbumps in a 150 x 150 um? area with 120-zm thickness.
These microbumps are uniformly placed below the dies with
SU-8 underfill. Over them, each die has a thickness of 300 um
with active area of 10 um in thickness. The size of the
GPU is 6.25 x 16 mm? with a total power of 30 W, while
both the CPU and the memory module have a size of 7 x 7
mm?; the CPU has a total dissipated power of 30 W, and
the memory module operates at 5 W. To enable mounting the
active fan-based cooling assemblies, the chiplets are covered
by a 500-um-thick stainless steel (Cr18/Ni8) lid with an
80-um-thick TIM layer (Laird Tech-Tgrease 980) for good
thermal contact (low thermal resistance). The thermal con-
ductivity values of the materials mentioned can be seen from
Table 1.

During the mesh setup for the 3-D stack-up, special atten-
tion was paid in order to achieve appropriate resolution inside
the channels and the high-aspect-ratio layers that can be found
in the heat flow path. The minimal number of cells for each
layer was at least 8 and 10 for the fluid domain. With a 4-mm
maximum cell size, the whole domain can feature more than
ten million cells.

Open boundary conditions around the simulation domain
were set, meaning that the air can freely leave and enter the
domain. There is a 38-mm air gap left over the lid up to the
boundary to have space for the air to develop fully. The cooling



1160

TABLE I
MATERIAL PROPERTIES

Material Thermal conductivity
[W/(m-K)]
FR4 (JEDEC test board dielectric 0.3
material)
Copper (plane layers inside the 385
JEDEC test board)
13.8% copper coverage (top layer 55.2
inside the JEDEC test board)
20% copper coverage (bottom 80
layer inside the JEDEC test
board)
Silicon (interposer and dies) 150 at 27°C
99 at 127°C
62 at 327°C
SnAg (bumps, microbumps) 78.4
Underfill 0.2
Laird Tech - Tgrease 980 3.8
thermal interface material
Stainless steel (Cr18/Ni8) (lid) 16.3
Aluminium (heatsink) 201
ID-TG25 10.5

(thermal interface material)

\.|Illlllll||ll|ll|llll

Fig. 4. HSF assembly over the package.

fluid is deionized water at 20 °C with volumetric flow rates
of 0, 10, and 100 cm?/min.

Four different scenarios were investigated and are presented
in this article.

In the first scenario, only a common lid covered the chiplets,
and no additional heatsink was applied. In this case, it was
supposed that only chiplets with equal thickness were used,
and only flip-chip interconnection technology was applied.

In the second scenario, an additional HSF cooler assembly
was placed on top of the package to increase the heat transfer
toward the lid of the package (Fig. 4). The heatsink is a
40 x 40 mm pin-fin aluminum structure with a base thickness
of 2.5 mm, and 10 mm fin height in a 4 x 20 fin arrangement.
A 0.1-mm-thick ID-TG25 TIM was defined between the
heatsink and the package. On top of them, a Sanyo Denki
40 x 40 x 15 mm nonlinear axial fan was mounted.

In the third and fourth scenarios, the CPU was considered
as a four-core processing unit, dividing its overall area into
four equal dissipating parts. The architecture was implemented
imposing a power limitation of 30 W on the whole CPU
and assuming that only one core (designated as Core No. 1)
was mostly active, dissipating 70% of the maximum overall
power (21 W) while the other three cores (designated as
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TABLE I

JUNCTION TEMPERATURES OVER THE CHIPLETS AT THE GIVEN FLOW
RATE FOR THE FIRST SCENARIO (OTL—OVER-THE-LIMIT: 300 °C+)

Volumetric CPU junction GPU junction Memory junction
flow rate temperature temperature temperature
[CCM] min — max min — max min — max
[°C] [°C] [°C]
0 OTL OTL OTL
10 107 - 150 56.6 — 123 42.5-64.2
100 49.2-60.1 33.5-46.2 24.6 —30.6
Temperature (°C)
60.1

Fig. 5. Temperature distribution along the dies in the first scenario. (Red
arrow indicates the direction of the fluid flow.)

Core Nos. 2-4), mostly inactive, only dissipate 10% each
(3 W) of the maximum overall power. This power profile
presents a common limitation when individual cores would be
suitable to operate on higher performance (higher frequency),
but the temperature limitations pose constraints due to the high
dissipation.

V. RESULTS

In this work, three cases (fluid flow at different flow rates) of
the four scenarios have been investigated (overall 12 cases for
four scenarios). The simulation results show that a significant
amount of heat can be transferred by the fluid flow through
the microchannels. The results for the first scenario when
no heatsink is applied on the top of the assembly can be
found from Table II, while the temperature distribution can
be observed from Fig. 5.

It can be seen that for the three cases examined
(0-10-100 cm®/min), the junction temperatures significantly
decrease with increasing flow rate. Furthermore, since the
heat transfer efficiency increases by increasing the volumetric
flow rate, the temperature starts to increase significantly if the
volumetric flow rate drops below a certain level. In Fig. 6, the
pressure drop can be observed, where the difference between
the inlet and the outlet is approximately 2 x 10° Pa. In Fig. 7,
the fluid velocity distribution can be seen where, thanks
to the uniform pressure distribution caused by the wide main
channels at the inlet and outlet, the speed in each channel
is in the same range. It should be noted that the cases for
0 cm?/min in the second and fourth scenarios can be used to
compare against traditional HSF-based cooling, since the fluid
does not transfer any heat in these cases.



BOGNAR et al.: NOVEL APPROACH FOR COOLING CHIPLETS
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Fig. 6. Pressure drop along the microchannels at 100 cm?/min volume flow
rate in the first scenario.

TABLE III

JUNCTION TEMPERATURES IN THE MIDDLE OF THE CHIPLETS WITH THE
GIVEN FLOW RATE FOR THE FIRST SCENARIO (MICROCHANNELS
ONLY) COMPARED WITH THE SECOND SCENARIO
(MICROCHANNELS AND HSF ONLY)

Microchannel Microchannel + HSF
Vol. CPU GPU Memory CPU GPU Memory
flow temp.  temp. temp. temp. temp. temp.
rate [°C] [°C] [°C] [°C] [°C] [°C]
[cem]
0 OTL OTL OTL 109 93 79.5
10 134 97 50.5 81 65.5 48
100 54 42 26 44 37 27

The results obtained with the in-house hydrodynamic—
thermal modeling tool are in good agreement with the results
of the simulation steps. The average Reynolds number is 183;
thus, laminar flow type was assumed. At 100-cm>/min constant
volumetric flow rate, the average fluid velocity is around
2.2 m/s in each channel, and the pressure drop along the
channels is ~1.04 x 10° Pa. The calculated cumulative par-
tial thermal resistance of microchannel structure Ry, ych s 1S
1.438 K/W at 10 cm*/min and 0.264 K/W at 100-cm?/min vol-
umetric flow rates, which means the heat conduction increased
significantly toward the ambient. Based on the simulation
results, the partial thermal resistances of the microchannel
structure are the following: 1.58 K/W at 10 cm’/min and
0.31 K/W at 100 cm®/min. The difference between the ana-
Iytical model and the simulation is caused by neglecting
the spreading thermal resistance. Spreading resistance occurs
when a small heat source is in contact with a larger cuboid;
in this case, with the interposer layer; and as a consequence,
the heat does not distribute uniformly through the interposer,
and consequently, it does not transfer the heat efficiently to
the walls of the microchannels for convective cooling. In our
calculations, we supposed that toward the lid there is no heat
flow, so the heat extracted by natural convection from the lid
surface was neglected.

Speed (m/s)
10.2

8.17

6.13

4.08

2.04

,.-" 1 ""-<-*"‘ I w-.u, 0
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Fig. 7. Fluid velocity in the microchannels at 100 cm?/min volume flow rate
in the first scenario.
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Fig. 8. Junction temperatures in the middle of the chiplets with the given
flow rate for the first scenario compared with the second scenario.

The second scenario provides an excellent opportunity to
observe the impact of an additional heat flow path on the
assembly. Table III and Fig. 8 show the maximum temper-
atures in the center of the chiplets as well as a reduction in
junction temperatures compared with the first scenario. This
is because the heat flow is distributed between the two main
heat paths.

Fig. 9 presents the temperature distribution for the fourth
scenario, when the CPU is divided into four cores, each with
its own dissipation. In comparison with the second scenario,
the maximum temperature is higher, since 70% of the power
of the CPU is now applied to one core, which has 25% of
the total area. It is also visible, that the highest temperature
is at the bottom left corner of the CPU in Fig. 9, since heat
cannot be removed as effectively at the corner of the chiplet
as in the middle due to the decreased effective cross-sectional
area toward the bumps at the bottom and the lid on
the top.

Similar to Table III and Fig. 8, Table IV and Fig. 10 show
the junction temperatures in the middle of the chiplets if only
microchannels provide the cooling (third scenario), or an HSF
is also present beside the microchannels (fourth scenario). The
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Fig. 9. Temperature distribution along the dies in the fourth scenario. (Red
arrow indicates the direction of the fluid flow.)
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Fig. 10. Junction temperatures in the middle of the chiplets/Core No. 1 with
the given flow rate for the third scenario compared with the fourth scenario.

TABLE IV

JUNCTION TEMPERATURES IN THE MIDDLE OF THE CHIPLETS/CORE
No. 1 WITH THE GIVEN FLOW RATE FOR THE THIRD SCENARIO
(MICROCHANNELS ONLY) COMPARED WITH THE FOURTH SCE-
NARIO (MICROCHANNELS AND HSF)

Microchannel Microchannel + HSF

Vol. CPU GPU Memory CPU GPU  Memory
flow core temp. temp. core temp. temp.
rate temp. [°C] [°C] temp. [°C] [°C]
[cem]  [°C] [°C]

0 OTL OTL OTL 138.1 94.4 80.3
10 164.5 98.6 51.4 110 70 52
100 81.4 41.4 26 65.4 37.1 27.2

temperature monitor point in the CPU is placed at the center
of Core No. 1. In comparison with Table III and Fig. 8, it can
be seen that the temperatures of the GPU and the memory
module are almost the same, but the temperatures of the Core
No. 1 are significantly higher (about 20 °C-30 °C than in the
first and second scenarios).
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VI. CONCLUSION

In this article, a novel approach for thermal manage-
ment for heterogeneously integrated 2.5-D packaging is pre-
sented based on forming microchannel structure inside the
interposer.

Our results have proved that our previously presented chip-
level, microscale embedded cooling solution can also be
effective in these kinds of integrated structures, even if it
is not fabricated in the backside of the dies itself, but in
the silicon interposer layer. The role of the secondary heat
flow path was found to be more important in the case of the
chiplets fabricated with different manufacturing technologies
and large total package power dissipation. This highlights the
importance of the novel cooling solution presented in this
article.
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