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ABSTRACT How to maximize shareholder returns has always been a focus of research in the financial
field. In order to improve the accuracy and stability of stock price prediction, this article proposes a new
method, BiLSTM-MTRAN-TCN. Improve the transformer model and introduce TCN (Temporary Revo-
lution Network) to construct a new transformer model (MTRAN-TCN), making it suitable for stock price
prediction. This method consists of BiLSTM (Bi-directional Long Short-TermMemory) andMTRAN-TCN,
which can fully utilize the advantages of the three models: BiLSTM, transformer and TCN. Transformer is
good at obtaining full range distance information, but its ability to capture sequence information is weak.
BiLSTM can capture bidirectional information in sequences, while TCN can capture sequence dependencies
and improve the model’s generalization ability. Not only did the improvement effect of the transformer and
the effectiveness of introducing the BiLSTM model be verified, but the effectiveness of the method was
also verified using 5 index stocks and 14 Shanghai and Shenzhen stocks. Compared with other existing
methods in the literature, this method has the best fit on each index stock, and the R2 of this method is
the best in 85.7% of the stock dataset. RMSE decreases by 24.3% to 93.5%, and R2 increases by 0.3% to
15.6%. In addition, this method has relatively stable prediction performance at different time periods and
does not have timeliness issues. The results indicate that the BiLSTM-MTRAN-TCNmethod performs better
in predicting stock prices, with high accuracy and generalization ability.

INDEX TERMS Transformer, BiLSTM, TCN, stock price prediction, deep learning, hybrid neural network.

I. INTRODUCTION
For decades, stock price prediction has attracted atten-
tion from investors and researchers due to their enormous
value [1].More andmore investors pay attention to the chang-
ing trend of stock price [2]. For economists, predicting stock
price changes in advance is a very important task [3], [4].
It can help investorsmaximize their investment income. How-
ever, due to the high volatility of the stock market and the
impact of random noise, its trend is complex and difficult to
predict [5]. Although the financial time series is difficult to
predict, it generally shows predictability is an essential task.
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In the early days, the most famous is the moving average
autoregressive model ARIMA [6]. Later, Narendra et al. [7]
applied ARIMA model and GARCH model (autoregressive
conditional heteroskedasticity model) to the NSE Indian
stock market data forecast. In addition to these two models,
there are Bayesian vector autoregression model and Kalman
filter model. Although these techniques can be success-
fully used for short-term prediction, they are not suitable
for nonlinear problems and have poor long-term prediction
performance [8]. To solve this problem, machine learning
is introduced to analyze time series, and they are success-
fully applied to stock price forecasting [2], [9], [10]. The
advantages of machine learning in processing complex and
large amounts of data have solved many limitations of tra-
ditional methods [9]. Machine learning methods include
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support vector machine (SVM), decision tree, naive Bayes,
random forest, etc. Wang et al. [11] mixed decision trees and
SVM models to predict future price trends. Chen et al. [12]
established feature weighted SVM and K-nearest neighbor
algorithm to predict the stock market index. Experimental
results have shown that the model has good short-term,
medium-term, and long-term prediction capabilities. In 2021,
Yan Zhengxu et al. [13] proposed a new combination model
method of Random forest based on Pearson coefficient on
the basis of Random forest to achieve short-term forecasting
regression of stock price.

In recent years. deep learning methods that rely solely on
datasets can be used to predict stock price without the need
for professional knowledge. Therefore, their application in
the field of stock prediction has gradually become a research
hotspot for scholars. Deep learning methods include gated
cyclic unit (GRU), recurrent neural network (RNN), Con-
volutional neural network (CNN), Long short-term memory
(LSTM) and bidirectional Long short-term memory (BiL-
STM). In 2017 and 2018, wavelet neural networks and CNN
were successively used for stock price prediction [14], [15].
Experiments have shown that CNN is effective in predicting
time series. In 2018, the authors proposed Conv1D-LSTM
model, which combines one-dimensional CNN and LSTM.
It can integrate the advantages of the two networks: CNN
can effectively extract features, and LSTM can well pro-
cess sequence data. The results indicate that the prediction
results are more accurate than machine learning prediction
models [16]. In 2019, Yang Qing et al. conducted predictive
research on global stock indexes using BiLSTM, indicating
that BiLSTM has excellent predictive accuracy and strong
generalization ability [17]. In 2020, one study [10] used
LSTM regression model to forecast India’s NIFTY 50 index.
The results showed that LSTM models based on deep
learning performed better than traditional machine learning
methods.

Now, in most of the current studies, the attention mecha-
nism has begun to be the main structure to solve the problem
of financial market forecasting, focusing on the key position
that has a greater impact on the results. In 2020, Lu et al.
introduced an attention mechanism (AM) based on CNN
and BiLSTM, proposed CNN-BiLSTM-AM model, which
proved to be more accurate than the existing models [8].
In 2022, a wavelet transform was used to denoise histor-
ical stock data based on LSTM and an attention mecha-
nism [18]. Moreover, the transformer is the state-of-the-art
model based on the attention mechanism, which was pro-
posed for sequence modeling [19]. New methods based on
the transformer were proposed to tackle the stock movement
prediction task. In 2020, Ding et al. demonstrated that the
model based on the transformer with the enhancement of
Multi-Gaussian prior can be used for stock movement pre-
diction [20]. In 2021, a transformer neural network based on
self-attention was proposed, which has the special ability in
forecasting time series, and the electricity consumption and
traffic data were used to validate the proposed model [21].

In 2022, Zhang et al. proposed a novel transformer
encoder-based attention network framework with the fusion
of media text and stock price, and it has been shown to be
effective to predict the rise or fall of stock price [8]. In 2022,
Peng et al. used a data organization method with LSTM
and transformer to predict Chinese bank stock price [22].
In 2022, Wang utilized the latest deep learning framework,
transformer, to predict the stock market index and it demon-
strated that the transformer can outperform other classical
methods [23].
We can see that different LSTM-based and transformer-

based models have been proposed for stock prediction. But
so far, it is rare to use transformer-based models to predict
price without considering the significance of stock data or
social media text. Most of the models based on transformer
are used to predict the stock trend of up and down, rather
than predicting the stock price. Furthermore, now most of
the proposed methods usually only target specific stocks or a
single stock index, while the prediction model has timeliness
issues. Therefore, there is still a lot of room for optimization
in terms of accuracy and depth in the network structure of
stock prediction models.

In order to improve the stability and accuracy of stock price
prediction, this article proposes a novel method BiLSTM-
MTRAN-TCN based on transformer. It can not only predict
the index price, but also the individual stock price. This
method is formed by introducing BiLSTM and TCN (Tem-
porary Revolution Network) on the basis of transformer
encoder. Transformer is a mechanism that can extract deep
features of small samples to obtain key information. BiLSTM
can capture bidirectional information in sequences, while
TCN can capture sequence dependencies and improve the
model’s generalization ability.

The main work completed in this article is as follows:

• Improve the transformer model and introduce TCN to
construct a new transformer model (MTRAN-TCN),
making it suitable for stock price prediction.

• This method consists of BiLSTM and MTRAN-TCN,
which can fully utilize the advantages of the three
models: BiLSTM, transformer and TCN.

• Propose a bidirectional stock selection strategy to select
stock experimental subjects.

• Compare with other existing models in the literature to
verify the effectiveness of the method.

• Experimental results have shown that the proposed
method has good generalization ability and solves the
problem of timeliness.

II. ALGORITHM INTRODUCTION
A. TRANSFORMER
Transformer is a classic NLP model proposed by Google’s
team in 2017 [24], and Bert, which is popular now,
is also based on the transformer. The transformer uses the
self-attention mechanism and does not use the RNN sequen-
tial structure, so that the model can be parallelized and have
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FIGURE 1. Transformer overall structure.

global information. Different from the recurrent networks, the
transformer has no problem of gradient disappearance, and
can access any point in the past, regardless of the distance
between words.

Transformer consists of an encoder and a decoder section.
The encoder section contains a stack of encoders, as shown
in Figure 1. It encodes the input data according to a specific
mode, and the decoder section decodes the output according
to the encoded input to generate the required output. Themost
important part of the encoder section is the multi-head self-
attention mechanism, through which the transformer captures
long-term and short-term dependency. Different attention
is focused on different aspects of the time pattern, so that
more feature information can be captured. The output of
self-attention is mainly calculated by Q, K and V matrices,
where dk is the dimension of K vector, as shown in For-
mula (1).

Attention (Q,K ,V ) = softmax
(
QKT
√
dk

)
V (1)

Transformer has a better understanding of the context,
so that it has special capabilities in predicting time series
problems. However, the transformer model is designed for
machine translation, and it cannot be directly used to predict
time series. To predict the stock price, the encoder section of
transformer is used as the basic model, as shown in Figure 3.

B. TCN (TIME CONVOLUTIONAL NETWORK)
TCN refers to a time convolutional network, a new algorithm
that can be used to solve time series prediction. This

FIGURE 2. Modified overall structure of transformer (MTRAN-TCN).
Modified transformer, abbreviated as MTRAN-TCN.

FIGURE 3. Time convolutional neural network (TCN).

algorithm was first proposed by Lea et al. in 2016 [25]. The
network structure of TCN mainly consists of causal convo-
lution, dilation convolution and residual connections. Each
convolution layer is a causal convolutionwith a unidirectional
structure, as shown in Figure 2. Causal convolution ensures
that the output at time T is only convolved with elements
that occurred before time T, which avoids future information
leakage. And it can accept input sequences of any length and
output the same length. The calculation of causal convolution,
as shown in Formula (2).

F (s) =

k−1∑
i=0

f (i) xs−di (2)

The dilation convolution is used to capture longer depen-
dency information without stacking more layers or adding
pooling layers to obtain larger a receptive field.

III. BiLSTM-MTRAN-TCN METHOD OF THIS ARTICLE
MTRAN-TCN, which is an improved model of transformer.
In this section, we first provide a detailed introduction on
how to improve the transformer, and then describe the entire
network structure of the proposed method.

VOLUME 11, 2023 104213



S. Wang: Stock Price Prediction Method Based on BiLSTM and Improved Transformer

FIGURE 4. BiLSTM-MTRAN-TCN model structure diagram.

A. IMPROVE TRANSFORMER TO MTRAN-TCN
Modify the transformer model to better predict stock price,
mainly by modifying the decoder of the transformer model,
as shown in Figure 3.

• Delete the first module Input Embedding (see Figure 1).
This module is to vectorization the language and text,
which is a module required for machine language trans-
lation, while the stock price does not need to vectoriza-
tion the text.

• Adjust the position of the Position Encoding module,
remove it from the MTRAN-TCN, and move it to the
front of BiLSTM, as shown in Figure 4.

• Replace the transformer decoder with TCN layer, full
connection layer and the activation function Tanh.

• Removed other inputs of the decoder, leaving only the
output of the encoder as the only input to the decoder.

TCN has been proven to be suitable for sequence data
prediction. In 2022, Chen Zhe et al. proposed using time

convolutional networks to mine time series features in traffic
datasets [26]. In 2022, Wang Jun et al. proposed a multivari-
able TCN-Attention model that combines TCN and attention
mechanism to predict daily average traffic [27]. In 2023, Yang
Zhiyong et al. proposed a two-way short-term memory neu-
ral network integrating self-attention mechanism and TCN
to predict stocks [28]. These all indicate that TCN can be
used for sequence data prediction with good results. There-
fore, this article introduces TCN to improve the transformer
model.

The improved model is called MTRAN-TCN, and its
internal structure is shown in Figure 3. The left half is the
transformer encoder, and the right half is the TCN and fully
connected layer. The transformer encoder consists of multiple
encoder layers. Each encoder layer is composed of two sub
layer blocks. The first sub layer block includes a multi-head
attention, a normalization layer and a residual connection.
The second sub layer block includes a feed forward fully con-
nection layer, a normalized layer, and a residual connection.
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TCN is composed of multi-layer residual blocks, with each
residual block mainly composed of two layers of dilated
causal convolution, weightnorm and dropout. The output of
the encoder module serves as the input of the TCN first layer
residual block.

B. NETWORK STRUCTURE
This study is based on the transformer model and introduces
TCN to modify it to make it suitable for predicting stock
series data. The transformer model can achieve parallel com-
puting and obtain global signals well. However, the ability
to capture sequence information is weak, and the effect of
directly using transformer for stock prediction is not ideal.
TCN can capture advanced and low-level features with sta-
ble gradients. And it can enable the model to process time
series information in parallel, improving the model predic-
tion accuracy and training efficiency. Its introduction can
fully utilize the advantages of transformer and TCN to better
predict sequence data. At the same time, BiLSTM has a
strong ability to capture sequence signals, and BiLSTM is
introduced to achieve better prediction results. Combining
BiLSTMwith the improved transformer to construct a hybrid
network BiLSTM-MTRAN-TCN, as shown in Figure 4.
The output of each time step of BiLSTM is influenced

by the input of the current time step and the previous mem-
ory, which can greatly capture sequence information. In the
process of stock prediction analysis, the time range of stock
series data is usually large, and BiLSTM may encounter the
problem of rapid gradient decay when processing long time
series. This may affect the BiLSTM network’s learning of
important feature information in stock data, leading to the
loss of important feature information in the model. The multi-
head self-attention mechanism of MTRAN-TCN allows the
model to prioritize important feature information of the data,
ignore other irrelevant information, and improve the pre-
diction accuracy of the model. However, the MTRAN-TCN
model lacks sequential information. Although its positional
encoding uses sine and cosine to model the position, it is not
sufficient for complete modeling and there is a certain lack
of information. Therefore, before the data is transmitted to
the multi-head self-attention of MTRAN-TCN, BiLSTM is
used for processing to capture order dependencies. Therefore,
combining it with MTRAN-TCN can improve the prediction
efficiency of the model.

As the number of network layers and iterations increases,
the weight changes too quickly, which can lead to network
degradation effects in the model and poor performance when
processing new data. For this reason, this article introduces
the TCN network layer to handle variable length time series,
capturing the dependencies of the sequence through the con-
volutional layer in TCN. And its residual connections can
reduce the network depth and number of parameters, which
improve the model’s generalization ability and training effi-
ciency.

Therefore, introducing TCN to improve the transformer
model and constructing a hybrid network with BiLSTM can

TABLE 1. Selected index stocks.

greatly improve the model’s expression performance and
training efficiency.

Use stock trading data and technical indexes data as the
input, which are detailed in the dataset section, and the output
is the closing price of the next day. The input is a 3D ten-
sor, which includes samples, time_steps and features. After
the input is processed by the Positional Encoding layer, the
sequence features are captured by the BiLSTM, and then
processed by the encoder of the transformer. After that, the
features are further extracted through the TCN network layer.
Finally, the full connection layer and the activation func-
tion are used for dimension reduction processing. The main
structure includes Positional Encoding layer, BiLSTM layer,
transformer encoder layer, TCN layer and Dense layer (Full
Connection layer), as shown in Figure 4.

IV. EXPERIMENT ENVIRONMENT
In this section, we introduce the experimental dataset, evalu-
ation indexes and experimental parameters.

A. DATASET
Previous studies [29], [30], [31], [32] only selected a few
stocks from the Shanghai and Shenzhen indexes or the
Shanghai and Shenzhen stock markets for experiments, and
the price trends of the selected stocks were relatively stable
and lacked volatility. The experimental coverage is poor, and
the model experimental results lack persuasiveness.

To increase coverage, select 5 index stocks and 14 Shanghai
and Shenzhen stocks for experiments. When selecting index
stocks, representative index stocks were selected: A-share
Index, Shanghai Composite Index, Shenzhen Component
Index, CSI 300 and Growth Enterprise Board Index. The
selected index stocks are shown in Table 1.

When selecting stocks in Shanghai and Shenzhen markets,
a bidirectional stock selection strategy is adopted, which
broadens the coverage of the experiment. Horizontally, select
based on the size of the company’s market value, divided
into large-cap stock and small-cap stock; vertically, select
according to stock classification, including 7 general cate-
gories including finance, real estate, coal, steel, non-ferrous
metals, petrochemical and automotive. The selected stocks
are shown in Table 2.
The data of the index stocks comes from Join-

Quant (https://www.joinquant.com/research). And the data
of 14 Shanghai and Shenzhen stocks is sourced from Tushare
(https://tushare.pro/).
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TABLE 2. Selected stocks from Shanghai and Shenzhen markets.

This experiment selected stock data from the last 2700 trad-
ing days of each stock, covering the period from February
2012 to May 2023. Index stocks use historical trading data
as the dataset, including: closing price, highest price, lowest
price, opening price, ups and downs, change, turnover and
volume. The Shanghai and Shenzhen stocks use the first
six fields above and two relevant technical indexes (5-day
moving average, 10-daymoving average) as the stock dataset.

There are significant differences in each feature of the
stock dataset, and the data needs to be normalized [33]. The
standardization method used in this article is the Z-score,
as shown in formula (3).

yi =
xi − x̄
s

(3)

where yi is the standardized value, xi is the input data, x̄ is the
average of the input data, and s is the standard deviation of
the input data.

B. PERFORMANCE EVALUATION
The mean square error (MSE), the mean absolute error
(MAE), root mean square error (RMSE) and R-square (R2)
are used as the evaluation criteria of methods. The calcu-
lation method of these error evaluation indexes is shown in
Formula (4).

MSE =
1
n

∑n
i=1 (yi−ŷi)

2

MAE =
1
n

n∑
i=1

|yi−ŷi|

RMSE =

√
1
n

∑n
i=1 (yi−ŷi)

2

R2
= 1 −

∑n
i=1 (yi−ŷi)

2∑n
i=1 (ȳ−ŷi)

2


(4)

where yi is the real value, ŷi is the predicted value, and
ȳ is the average value. The smaller the MSE, MAE, and
RMSE values, the better the performance. And the value of
R2 is between 0 and 1. The closer it is to 1, the better its
performance.

TABLE 3. Parameter’s setting of BiLSTM-MTRAN-TCN method.

TABLE 4. Comparison of seven methods.

C. NETWORK PARAMETERS
The parameter settings of the BiLSTM-MTRAN-TCN
method in this experiment are shown in Table 3. The loss
function is MSE, the optimizer chooses Adam, and the learn-
ing rate is 0.00001. The window size is 10, which predicts the
closing price of stocks on the following day based on stock
data from 10 days ago.

V. EXPERIMENT AND ANALYSIS
In this section, we validate the effectiveness of our pro-
posed method from four aspects: comparative analysis with
mainstream methods in the existing literature, validation of
the effectiveness of introducing MTRAN-TCN and BiLSTM
models, whether this method has timeliness issues, and the
generalization ability of the method.

A. EFFECTIVENESS OF MTRAN-TCN AND BiLSTM
Using the index stocks in Table 1 as the dataset, ver-
ify the improvement effect of the transformer model and
the effectiveness of introducing BiLSTM. Compare the
BiLSTM-MTRAN-TCN method with TRAN, MTRAN-
TCN, MTRAN, BiLSTM-MTRAN, BiLSTM, and BiLSTM-
TCN, where TRAN is the transformer model, and MTRAN
refers to the transformer encoder plus a fully connected layer.
The comparison results of the above sevenmethods are shown
in Table 4.
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The predictive performance of TRAN is much lower than
other methods, with an R2 of only 0.778, indicating that the
transformer model is not ideal for directly predicting stock
price. Compared with TRAN, MTRAN-TCN has signifi-
cantly improved its performance, with R2 increasing from
0.778 to 0.945 and RMSE decreasing from 0.438 to 0.231.
This indicates that the improvement of the transformer has a
significant effect.

But the predictive performance of MTRAN and MTRAN-
TCN is similar, indicating that using the improved
MTRAN-TCN alone did not result in much improvement in
performance. However, by adding BiLSTM to the MTRAN-
TCN, the prediction performance of BiLSTM-MTRAN-TCN
is significantly better than that of MTRAN-TCN. Its RMSE
(0.118 compared to 0.231) decreases by 49.1%, while its
R2 (compared to 0.986 and 0.945) increases by 4.28%.
Its addition greatly improves the predictive performance of
BiLSTM-MTRAN-TCN. This indicates that the introduction
of BiLSTM is effective.

When building a hybrid network with BiLSTM and TCN,
there is no significant decrease or improvement in prediction
performance compared to BiLSTM. Compared with BiL-
STM, the RMSE of BiLSTM-MTRAN decreased by 24.06%,
while R2 increased by 1.57%. When using BiLSTM and
MTRAN-TCN to construct a hybrid network, compared to
BiLSTM, its RMSE decreased by 35.22% and R2 increased
by 2.09%. It can be seen that the hybrid network constructed
by BiLSTM and MTARN-TCN can achieve better results.

In addition, compared to BiLSTM-MTRAN, BiLSTM-
MTRAN-TCN reducesMAE from 0.104 to 0.087, MSE from
0.020 to 0.014, RMSE from 0.138 to 0.118, and increases R2

from 0.981 to 0.986, indicating that the introduction of TCN
to improve the transformer has a significant effect.

In conclusion, this article has shown good results in
improving the transformer, and using BiLSTM to extract
sequence features before MTRAN-TCN processing has
shown significant results.

B. COMPARISON WITH OTHER METHODS
The BiLSTM-MTRAN-TCN method is compared with five
other methods: LSTM, BiLSTM in literature [35], CNN-
BiLSTM in literature [34], CNN-BiLSTM-AM in litera-
ture [8], and BiLSTM-SA-TCN in literature [28]. CNN-
BiLSTM-AM, is a hybrid network of CNN, BiLSTM and
AM (Attention Mechanism). BiLSTM-SA-TCN is a hybrid
network of BiLSTM, SA (Self-Attention) and TCN.

Comparative analysis was conducted using index stocks
and individual stocks from Shanghai and Shenzhen. Each
stock is tested 5 times and the average of the five results is
taken. All data is first standardized by Formula (3) before
training, so the experimental results are all standardized val-
ues.

1) SHANGHAI AND SHENZHEN STOCKS
To further verify the effectiveness and progressiveness of the
BiLSTM-MTRAN-TCN method, compare with other four

methods mentioned above: BiLSTM, CNN-BiLSTM, CNN-
BiLSTM-AM and BiLSTM-SA-TCN. Select 14 stocks from
the Shanghai and Shenzhen stockmarkets as the dataset, from
7 major categories of large and small cap stocks, as shown in
Table 2. The experimental results are shown in Tables 5-11.
It can be observed that the evaluation error indexes of

CNN-BiLSTM and CNN-BiLSTM-AM methods are signifi-
cantly lower than those of BiLSTM, BiLSTM-SA-TCN, and
BiLSTM-MTRAN-TCN methods. This indicates that these
two methods can only roughly fit the stock trend, and there
is a significant error, resulting in a low fitting degree of the
model. Compared with CNN-BiLSTM and CNN-BiLSTM-
AM, BiLSTM has a smaller error, indicating that using CNN
to extract stock data features first and then learning through
the BiLSTM network does not improve the prediction accu-
racy, but rather reduces the prediction accuracy. How to
improve the accuracy of prediction models requires neural
network models to focus on feature information related to
stock prices. The use of transformer’s multi-head attention
mechanism can effectively solve this problem.

Although BiLSTM-SA-TCN also uses a self-attention
mechanism, its predictive performance is lower than
BiLSTM-MTRAN-TCN in 100%of datasets. Comparedwith
BiLSTM-SA-TCN, BiLSTM-MTRAN-TCN has a 40.2%
reduction inMAE, 34.6% reduction inMSE, 55.6% reduction
in RMSE, and 1.2% increase in R2. This indicates that the
multi-head attention mechanism of the transformer can better
improve prediction accuracy than SA (Self-Attention).

Overall, for the BiLSTM-MTRAN-TCN method, the
experimental results show that the R2 evaluation index is the
best in 85.7% of the stock dataset, and the RMSE evaluation
index is the best in 78.6% of the dataset. Compared with the
CNN-LSTM, CNN-BiLSTM-AM, BiLSTM, and BiLSTM-
SA-TCN methods, its RMSE decreases by 93.2%, 93.5%,
55.6%, and 24.3%, respectively. And R2 increases by 0.3%
to 15.6%. This indicates that the BiLSTM-MTRAN-TCN
method has more accurate expression ability than other meth-
ods and is in line with the fundamental trend of stock price
fluctuations.

2) INDEX STOCKS
In addition to the Shanghai and Shenzhen stocks, this article
also uses index stocks to further compare and analyze the
above five methods and the method of LSTM, further verify-
ing that the proposed method is superior to other methods and
enhancing the coverage of the experiment. Using the 5 index
stocks in Table 1 as the test dataset, conduct 5 experiments
on each stock and each method. Then, calculate the average
value of five stocks for each method, as shown in Table 12.
The prediction ability of the six methods is ranked

in descending order: BiLSTM-MTRAN-TCN, BiLSTM,
BiLSTM-SA-TCN, LSTM, CNN-BiLSTM-AM and CNN-
BiLSTM. The MAE, MSE, and RMSE values of BiLSTM-
MTRAN-TCN are the smallest among all methods, while the
R2 value is the largest among all methods. This shows that the
prediction accuracy of the BiLSTM-MTRAN-TCNmethod is
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TABLE 5. Comparison of evaluation indexes of different methods in China Merchants Bank and Guojin Securities.

TABLE 6. Comparison of evaluation indexes of different methods in poly development and tibet urban investment.

TABLE 7. Comparison of evaluation indexes of different methods in Shenhua and power investment energy in China.

TABLE 8. Comparison of evaluation indexes of different methods in Zhongxin special steel and Fangda Carbon.

optimal. And the prediction performance of CNN-BiLSTM
or CNN-BiLSTM-AM is not very ideal.

Compared with other methods, BiLSTM-MTRAN-TCN
reduces the error by 27.36% to 88.4%, and increases R2 by
1.5% to 12.4%. Compared to LSTM, BiLSTM has smaller
MAE and RMSE, while R2 is larger. Its MAE (0.121 vs
0.138) decreases by 12.3%, RMSE (0.162 vs 0.185) decreases

by 12.2%, and R2 increases by 0.9%. Therefore, BiLSTM
is superior to LSTM. When compared to BiLSTM-SA-TCN,
theMAE of BiLSTM-MTRAN-TCN decreases from 0.139 to
0.098, while RMSE decreases from 0.185 to 0.118, and R2

increases from 0.963 to 0.986, an increase of 2.4%. This
also indicates that the transformer’s self-attention mechanism
performs better than SA’s.
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TABLE 9. Comparison of evaluation indexes of different methods in Tianqi Lithium Industry and Yunnan Copper Industry.

TABLE 10. Comparison of evaluation indexes of different methods in China Petroleum and Yueyang Xingchang.

TABLE 11. Comparison of evaluation indexes of different methods in BYD and Dongfeng Motor.

Therefore, this method can better fit the stock trend, includ-
ing the stock index and individual stock trend, to better predict
the stock price.

C. VALIDATION OF GENERALIZATION ABILITY
Based on the above 14 Shanghai and Shenzhen stocks exper-
imental data, conduct in-depth analysis on the generalization
ability and accuracy of each method. It can be seen from
Figure 5 that the R2 of all six methods are concentrated
between 0.8 and 1.0, and there are no singular values. The R2

of BiLSTM is the most concentrated, with most concentrated
at 0.988. The R2 of BiLSTM is between 0.987 and 0.988,
with a median of 0.988 and an average of 0.988. But the R2

of BiLSTM-MTRAN-TCN is the closest to 1.0, indicating
that its prediction accuracy is higher.

The R2 value of the BiLSTM-MTRAN-TCN method is
between 0.983 and 0.996, with a median of 0.992 and an aver-
age of 0.991. The R2 value of the BiLSTM-SA-TCN method

is between 0.976 and 0.981, with a median of 0.977 and an
average of 0.979. The R2 value of CNN-BiLSTM method is
between 0.857 and 0.866, with a median of 0.862 and an aver-
age of 0.862. The R2 value of CNN-BiLSTM-AM method is
between 0.837 and 0.874, with a median of 0.858 and an aver-
age of 0.857. It can be seen from the distribution of R2 that
the BiLSTM-MTRAN-TCN method has no singular values
and the values are relatively concentrated, indicating its good
generalization ability. In addition, it has a higher mean and
median, and is closer to 1.0, indicating better accuracy.

D. VALIDATION OF TIMELINESS ISSUES
Experiments were conducted on five index stocks in Table 1,
and stock data from four different periods (2009.1∼2020.12,
2010.1∼2021.12, 2011.1∼2022.12, 2012.1∼2023.5) were
used to verify whether there is a problem with timeliness.
That is to verify the stability of the method in the time
dimension.
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FIGURE 5. Box diagram of R2.for each method. The graph drawn based on the analysis of the test results of 14 Shanghai and
Shenzhen stocks.

FIGURE 6. Error indicator values for each time period. MSE uses the secondary coordinates on the right.

FIGURE 7. The R2 of different stocks at different time periods. Each time period is marked with ‘a’, ‘b’, ‘c’,‘d’for differentiation, and
the same identifier is used for the same time period.

From Figure 6, it can be observed that the error values of
the BiLSTM-MTRAN-TCN method vary little at different
time periods. The average values of RMSE during different
periods were 0.120, 0.112, 0.160 and 0.137, respectively. The
average values of MAE were 0.086, 0.083, 0.114 and 0.098,

respectively. The average values of MSE were 0.016, 0.013,
0.028 and 0.021, respectively. Their R2 differences are also
very small. From Figure 7, it can be seen in detail that the R2

of each index stock in the four time periods have very small
changes (each time period is marked with ‘a’, ‘b’, ‘c’, ‘d’ for
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FIGURE 8. The R2 of 14 Shanghai and Shenzhen stocks in epoch=200, 300,500 and 600.

TABLE 12. Average of evaluation indexes of the six methods.

TABLE 13. Variance of evaluation indexes for 5 index stocks (over four
time periods).

differentiation, and the same identifier means the same time
period). The average values of R2 at different time periods
are 0.984, 0.987, 0.973 and 0.978, respectively. It can be seen
that the R2 fluctuations of different stocks during different
time periods are not significant and relatively stable.

In addition, by calculating the variance of each index stock
over four time periods, the dispersion of different time periods
can be reflected, as shown in Table 13. The variance of
MAE is between 0.0002 and 0.0008, the variance of MSE
is between 0.0000 and 0.0002, the variance of RMSE is
between 0.0003 and 0.0016, and the variance of R2 is between

0.0000 and 0.0002. The variance of each index approaches 0,
indicating that the deviation of the five index stocks at differ-
ent time periods is very small.

According to the above analysis, the error indexes values
of different stocks at different time periods only show small
fluctuations, and the prediction results are relatively sta-
ble. This indicates that the BiLSTM-MTRAN-TCN method
performs well in processing new data, has high accuracy
and generalization ability, and does not have timeliness
issues.

E. OPTIMAL EPOCH VALUE
The training performance of neural network models usually
increases with the number of training rounds, but when it
reaches a certain level, the performance tends to stabilize
or actually decreases. In order to obtain the optimal epoch
value and achieve the best prediction effect of this method,
14 Shanghai and Shenzhen stocks from Table 2 were used
for experiments. Comparative analysis was conducted on
5 different scenarios as shown in Figure 8. The closer the
R2 is to 1, the better the performance of the method. When
epoch=500, there is a significant increase in R2 compared to
epoch=200 and epoch=300. However, when epoch=600, the
R2 of most stocks is basically the same as when epoch=500,
and it will not increase due to the increase in rounds. So it can
be seen that epoch=500 is the optimal parameter value.

VI. CONCLUSION
The BiLSTM-MTRAN-TCN method proposed in this article
is used to predict the closing price of stocks. This method
modifies the transformer model, removes Input Embedding,
replaces the original decoder part with TCN layer and fully
connected layer, treats the output of the encoder as the only
input of the decoder, and cancels other inputs. After Position
Encoding Layer processing, the data is first processed byBiL-
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STM to capture sequence dependent signals, and then sent
to the modified transformer (MTRAN-TCN) for processing.
Mixing multiple models can fully utilize the advantages of
each model while avoiding their drawbacks and improving
prediction accuracy.

In this article, experiments were conducted on the effec-
tiveness of introducing BiLSTM, the improvement effect
of transformer, the accuracy of the method, the generaliza-
tion ability and timeliness issues. Experiments have shown
that the improved transformer (MTRAN-TCN) needs to be
mixed with BiLSTM to achieve optimal performance, and
the introduction of BiLSTM has a significant effect on stock
prediction.

Compared with LSTM, BiLSTM, CNN-BiLSTM, CNN-
BiLSTM-AM, BiLSTM-SA-TCN in the literature, the
BiLSTM-MTRAN-TCN method has the best predictive per-
formance. Five representative index stocks and 14 Shanghai
and Shenzhen stocks were selected for the experiments,
amongwhich 14 stocks were selected from 7major categories
using a bidirectional stock selection strategy. In the index
stock experiment, the results show that the R2 of BiLSTM-
MTRAN-TCN method is increased by 1.5% to 12.4% com-
pared to other methods. In the Shanghai and Shenzhen stock
experiments, the R2 value of this method is the best in 85.7%
of the stock dataset, and RMSE is the best in 78.6% of
the dataset. RMSE decreases by 24.3% to 93.5%, and R2

increases by 0.3% to 15.6%.
In the timeliness experiment of 5 index stocks over four

different time periods, the error indexes values of different
stocks at different time periods only show small fluctuations,
and the prediction results are relatively stable. This indicates
that the BiLSTM-MTRAN-TCN method performs well in
processing new data, has high accuracy and generalization
ability, and does not have timeliness issues.

VII. DICUSSION
However, this method can further improve the prediction
performance of some individual stocks. Future research work
will continue in the following three aspects:

• Further optimize the neural network structure.
• Integrating multiple data sources for prediction: stock
prices, various indexes data or fundamental information.

• Considering multiple time scale information: Currently,
only one type of time window length data is considered
for its impact. In the future, not only should we consider
the impact of stock data from 10 days ago, but we can
also consider the impact of stock data from 7, 30 and
150 days ago.
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