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Abstract—Autonomous vehicles and robots increasingly exploit
LiDAR-based 3D object detection systems to detect obstacles in
environment. Correct detection and classification are important
to ensure safe driving. Though existing work has demonstrated
the feasibility of manipulating point clouds to spoof 3D object
detectors, most of the attempts are conducted digitally. In this
paper, we investigate the possibility of physically fooling LiDAR-
based 3D object detection by injecting adversarial point clouds
using lasers. First, we develop a laser transceiver that can inject
up to 4200 points, which is 20 times more than prior work, and
can measure the scanning cycle of victim LiDARs to schedule the
spoofing laser signals. By designing a control signal method that
converts the coordinates of point clouds to control signals and
an adversarial point cloud optimization method with physical
constraints of LiDARs and attack capabilities, we manage to
inject spoofing point cloud with desired point cloud shapes
into the victim LiDAR physically. We can launch four types of
attacks, i.e., naive hiding, record-based creating, optimization-
based hiding, and optimization-based creating. Extensive exper-
iments demonstrate the effectiveness of our attacks against two
commercial LiDAR and three detectors. We also discuss defense
strategies at the sensor and AV system levels.

I. INTRODUCTION

The growth of autonomous vehicle (AV) solutions is the
catalyst for the adoption of LiDAR (Light Detection And
Ranging) being incorporated into advanced driving assistance
systems (ADAS) [1], [3], [6] and cooperative vehicle in-
frastructure systems (CVIS) [29], [30], [25], [41] (Fig. 1).
According to Yole Développement [49], the LiDAR market
for automotive and industrial applications is expected to reach
US $3.8 billion in 2025. By providing precise 3D point clouds
of surrounding environments, the LiDAR and the subsequent
3D object detection algorithms detect and classify obstacles on
the roads to help AVs to make safety-critical driving decisions.
As a result, correct detection and classification in the midst of
a dedicated adversary is important to ensure safe driving.

Many prior works have demonstrated the vulnerabilities
of LiDAR-based 3D object detection systems, but mostly by
manipulating 3D point clouds digitally [11], [12], [40], [38].
Several works have attempted to generate 3D adversarial point
clouds physically by placing 3D-printed obstacles in specific

Demo https://sites.google.com/view/physical-lidar-attack
†Corresponding author

Fig. 1: By injecting malicious laser signals into the LiDAR of the 3D
object-detection system in autonomous vehicles, an attacker can fool
decision-making.

locations [16] or flying drones around the target objects [51].
However, those methods mainly focus on Denial of Service
(DoS) attacks, and the adversarial object way is conspicuous
to human eyes.

In this paper, we ask “Can we physically spoof 3D object
detection by injecting adversarial point clouds using lasers?”
Specifically, we consider the following attack scenario: An
adversary may shoot lasers into the onboard LiDAR of an
autonomous vehicle that is waiting for traffic lights, as shown
in Fig. 1, causing two types of errors, detecting a none-existent
object or failing to detect an object ahead.

To the best of our knowledge, this is the first work focusing
on physical attacks against LiDAR. Although prior work has
shown that 3D object detection systems are vulnerable to digi-
tal adversarial point clouds, none has investigated whether the
generated adversarial point clouds can be physically received
by the LiDAR. Such a goal is non-trivial because a LiDAR is
continuously rotating in the horizontal plane and scanning at
the vertical plane at a high speed. How to physically inject the
point clouds into the LiDAR with the right shape and location
in the presence of environment noises and device jitters are
still not studied. Third, the capability of point cloud injection
reported in previous work is 200 at most [38], which is not
strong enough to achieve the aforementioned attacks. Whether

1822

2023 IEEE Symposium on Security and Privacy (SP)

© 2023, Zizhi Jin. Under license to IEEE.
DOI 10.1109/SP46215.2023.00041

20
23

 IE
EE

 S
ym

po
si

um
 o

n 
Se

cu
rit

y 
an

d 
Pr

iv
ac

y 
(S

P)
 | 

97
8-

1-
66

54
-9

33
6-

9/
23

/$
31

.0
0 

©
20

23
 IE

EE
 | 

D
O

I: 
10

.1
10

9/
SP

46
21

5.
20

23
.1

01
79

45
8

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 24,2024 at 10:14:53 UTC from IEEE Xplore.  Restrictions apply. 



and how can we improve the point injection ability is still
unknown.

To overcome the aforementioned challenges, we design a
physical laser attack against LiDAR-based 3D object detection,
PLA-LiDAR. To improve the capability to inject point clouds,
we develop a laser transceiver that can inject up to 4200
points, which is 20 times more than that prior work has
achieved and is the key factor to achieve physical attacks.
To generate adversarial point clouds that can be physically
injected into the victim LiDAR, we propose a new adversarial
point cloud optimization method that considers the working
principle of the LiDAR, the capability of the attack devices,
and the distance error of the injected point during optimization.
To precisely generate the desired shape of the injected point
cloud, we propose a control signal design method that converts
the shape of the point cloud into a control signal. To accurately
control the distances of the injected points, we propose a new
synchronization method to align the attack signal with the
scanning sequence of the victim LiDAR.

Based on the aforementioned methods, PLA-LiDAR can
induce the following attack effects affecting safety-critical
decision making:
• Hiding: the victim AV fails to perceive an existing object.
• Creating: the victim AV perceives a non-existing object.
To validate our attacks, we conduct extensive physical

evaluations with Velodyne VLP-16 [43] and Robosense RS-
16 [35] on two academic 3D object detectors PointPillar [24]
and SECOND [48] and one commercial 3D object detector
Apollo [1].

In summary, our contributions include the points below:
• To the best of our knowledge, we are the first work on

physical attacks against LiDAR-based 3D object detec-
tion via lasers.

• We design the PLA-LiDAR attack, which improves the
capability to inject spoofing points by 20 times compared
with prior work, and can inject adversarial point clouds
into the LiDAR with the right shape and location to hide
or create target objects.

• We validate the effectiveness of our attacks against two
widely-used mechanical LiDARs with two academic 3D
object detectors (PointPillars and SECOND) and one
commercial detector (Apollo).

II. BACKGROUND

In this section, we introduce the basics of the LiDAR and
LiDAR-based 3D object detection system.

A. Mechanical LiDAR

Common LiDARs on the market include (1) mechanical
(spinning) LiDAR uses a rotating assembly to spin the sen-
sor and transmits pulsed lasers during rotation to achieve
360-degree sensing, and (2) solid-state LiDAR that has no
spinning mechanical components and scans using Micro-
Electro-Mechanical System [36] or Optical Phased Array [34]
technology. In these two types of LiDARs, the mechanical
one takes up over 95% share of the global LiDAR market in

Fig. 2: The (a) structure, and (b) scanning sequence of the VLP-16 LiDAR.

2020 [50], and is being adopted in many large-scale commer-
cial autonomous driving projects (e.g., Waymo One [7], Baidu
Robotaxi [2]). Due to its large market share and wide use, we
study the mechanical LiDAR in this paper.

As shown in Fig. 2 (a), a mechanical LiDAR uses an array
of multiple infrared (IR) lasers paired with infrared detectors
that fires and receives specific-wavelength laser pulses in a
specified order and interval to measure distances to objects.
The laser array is fixed in a specific vertical distribution, and
rotates rapidly to scan the surrounding environment with a
horizontal angular resolution related to the rotational speed.
In general, a mechanical LiDAR has four key parameters,
which are (1) Scanning Sequence SS, (2) Laser Vertical
Distribution LV D, (3) Horizontal Angular Resolution RH ,
and (4) Wavelength λlidar, as shown in below:

LiDAR = [SS,LV D,RH , λlidar] (1)

Scanning Sequence. SS refers to the time sequence that
describes how LiDAR transmits and receives laser pulses.
Every LiDAR model has its own SS. As shown in Fig. 2 (b),
the length of a scanning sequence is full cycle (Tfc), during
which all the lasers are fired and recharged once with a specific
order. The minimum time between each firing is single firing
cycle (Tsfc). After each firing, the LiDAR listens for an echo
within a receiving time, and the specific pulse (the strongest
one or the last one depending on the return mode of the
LiDAR) received during the receiving time is considered a
valid echo. After the receiving time is over, the LiDAR waits
for an idle time before transmitting the next pulse.

Laser Vertical Distribution. The laser vertical distribution
represents the vertical field of view and the vertical resolution
of a LiDAR. It is a factory-set parameter and can be acquired
from the user manual.

Horizontal Angular Resolution. The horizontal angular
resolution represents the minimum angular difference of the
lidar points in the horizontal direction. The faster the LiDAR
rotates, the greater the RH . The rotation speed of LiDAR
is expressed in RPM (Rotation Per Minute) and can be
configured by users.
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LiDAR Wavelength. Current state-of-the-art LiDAR sys-
tems usually employ lasers with one of the following two
wavelengths: 905 nm and 1550 nm [4]. Generally, the LiDAR
is most sensitive to the laser of the working wavelength, and
will filter the light of other wavelengths.

B. LiDAR-based 3D Object Detection

Autonomous vehicles increasingly utilize deep learning
techniques to process LiDAR point clouds. State-of-the-art 3D
object detectors are usually based on deep learning techniques
and have three categories: (1) bird’s-eye view (BEV) based
methods that take point cloud’s BEV representation as model
inputs and use 2D Convolutional Neural Networks (CNNs)
in feature learning, (2) voxel-based methods that divide the
3D point cloud space into voxels and learn features through
3D CNNs, and (3) point-wise methods that directly operate
on point clouds to learn features. Among these detectors, the
BEV-based and voxel-based ones are commonly used. We
study their representative models PointPillar [24], Apollo [1],
SECOND [48] in this paper.

III. THREAT MODEL

In this section, we present our attack goal and the attack
capabilities possessed by the adversaries.

A. Threat Model

1) Attack Goal: In this paper, our attack goal is to inject
malicious points into a mechanical LiDAR and spoof its 3D
object detection into mistakes. Specifically, we consider two
attack objectives: (1) Hiding: the victim AV fails to perceive
an existing object, and (2) Creating: the victim AV perceives
a non-existing object. We further consider 4 types of attacks
as shown Fig. 3:
• Naive Hiding Attacks (Nai-Hide) that cause an existing

object to be undetectable by creating a fake wall far away.
• Record-based Creating Attacks (Rec-Create) that in-

duce a non-existing object by injecting recorded point
clouds into the LiDAR.

• Optimization-based Hiding Attacks (Opt-Hide) that
cause an existing object to be undetectable by injecting
optimized adversarial points into the LiDAR.

• Optimization-based Creating Attacks (Opt-Create)
that induce a non-existing object by injecting optimized
adversarial points into the LiDAR.

Compared with naive hiding attacks and record-based creat-
ing attacks, optimization-based attacks require fewer injected
points to achieve similar attack effects.

2) Adversary’s Capabilities: To achieve the aforementioned
attack goal, we assume the adversary has the following capa-
bilities:

LiDAR Parameter Awareness. The adversary can acquire
and analyze a LiDAR of the same model as the one used in
the victim AV, from which or its user manual she can learn the
LiDAR parameters including scanning sequence, laser vertical
distribution, etc. In addition, the adversary can measure the

Fig. 3: Four fine-grained attack types.

rotation speed of the victim LiDAR using photoelectric sensors
and oscilloscopes.

White-box Object Detector. For optimization-based hiding
and creating attacks, the adversary has prior knowledge of the
3D object detection algorithm used in the victim AV, including
but not limited to its architecture, parameters, outputs, etc.
For naive hiding attacks and record-based creating attacks, the
adversary does not require any prior information of the object
detectors.

Physical Attack Capability. The adversary can transmit
lasers towards the LiDAR in the target AV by using an
attack apparatus consisted of commodity devices such as
photoelectric sensors, arbitrary waveform generators, and laser
transmitters. To achieve it, she can drive a car in a similar
speed to the target AV and measure the distance between
the laser transmitter and the victim LiDAR by laser ranging
techniques [10].

IV. ATTACK DESIGN

To conduct physical adversarial attacks against 3D object
detection using lasers, it is important to address the following
challenges:

• Challenge 1: How to generate spoofing point clouds that
can be injected into the LiDAR?

• Challenge 2: How to physically inject the spoofing point
clouds into the LiDAR?

To address these challenges, we design PLA-LiDAR attack
that incorporates four key modules, as shown in Fig. 4.
The LiDAR Parameter Measurement module measures the
victim LiDAR to acquire attack-related parameters including
scanning sequence and horizontal angular resolution. The
Point Cloud Generation module generates spoofing point
clouds that theoretically can be injected into the LiDAR by
recording or adversarial optimization. The Control Signal
Design module converts a desired spoofing point cloud into
a laser signal by designing a control signal that specifies
the emitting time of each laser pulse. The Synchronization
module synchronizes the scanning sequence of the victim
LiDAR and the control signal, and transmits lasers with
selected laser transmitters to launch physical attacks.
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Fig. 4: The attack workflow. By measuring the victim LiDAR, the adversary first generates injectable point clouds by recording or adversarial
optimization, then converts the expected point clouds into control signals, and finally injects the lasers into the victim LiDAR by signal synchronization,
which may deceive the 3D object detector and lead to hiding or creating attacks.

(a) Before scanning sequence correc-
tion. SS = (55.296 µs, 2.304 µs).

(b) After scanning sequence correc-
tion. SS = (55.296216 µs, 2.304 µs).

Fig. 5: The spoofing wall recovers from distortions after scanning
sequence correction.

A. LiDAR Parameter Measurement

To physically inject laser into the victim LiDAR, we first
acquire several key parameters by measurement.

As shown in Sec. II-A, a mechanical LiDAR has four
key parameters, i.e., Scanning Sequence SS, Laser Vertical
Distribution LV D, Rotation Per Minute RPM , and Horizon-
tal Angular Resolution RH . Among those parameters, LV D
and RH are important in the point cloud design to generate
spoofing points on the laser ray of the victim LiDAR such
that they can be physically received by the LiDAR. SS is
used in the control signal design and synchronization to ensure
the emitted lasers are received by the victim LiDAR. λlidar
provides guidance on the selection of attack lasers.

For the four parameters, LV D and λlidar can be obtained
from the official documents of the victim LiDAR, while SS
and RH shall be acquired or corrected by measurement.

Scanning Sequence Correction. In generally, SS can also
be obtained by official user manuals of LiDARs. However,

injecting spoofing point clouds using the official SS will suffer
obvious distortions since the real full cycle T

′

fc has a slight
offset compared with the official one Tfc.

To address it, we propose a scanning sequence correction
method. First, we inject a spoofing “wall" into the victim
LiDAR by using the attack device in Fig. 7 to fire a pulsed
laser signal whose period is the same as the official SS.

Then, we observe the shape of the “wall”, which will be a
sphere ideally. If the “wall" is distorted as shown in Fig. 5(a)),
we mark its starting point A and ending point B (preferably
with the same vertical angle), and correct Tfc by Equ. 2

T
′

fc =
DA −DB

c
∗ 1

Nfc
+ Tfc (2)

where DA and DB are the distances of A and B to the LiDAR,
c is light speed, Nfc is the number of full cycles caused by
the LiDAR for going through from A to B.

Rotation Per Minute Measurement. The rotation per
minute RPM of the LiDAR can be set by users. Thus, we
measure it physically by using a photoelectric sensor to receive
laser pulses from the victim LiDAR and using an oscilloscope
to observe the interval between two pulses. An interval of
100 ms indicates a LiDAR rotation speed of 10 Hz, giving
RPM = 60 ∗ 1

interval = 600.
Horizontal Angular Resolution Calculation. The horizon-

tal angular resolution RH relates to the rotation speed of the
LiDAR, and can be obtained based on RPM and Tfc with
the following Equ. 3.

RH = 360 ∗ Tfc ∗RPM
60

(3)

B. Point Cloud Design

To design spoofing point clouds that can be received by
the victim LiDAR, we consider two types of point cloud
generation methods in this paper: (1) record-based point cloud
generation, and (2) optimization-based point cloud generation.
The record-based method requires no prior information about
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the 3D object detectors but needs a substitute LiDAR of the
same model as the victim LiDAR. The optimization-based
method is more delicate and reduces the requirement of point
numbers but requires white-box access to the object detectors.
In practice, the adversary can choose the appropriate point
cloud generation method according to the attack scenarios.

1) Record-based Point Cloud Generation: The record-
based point cloud generation method is used for Nai-Hide and
Rec-Create attacks. To achieve it, we first acquire a LiDAR
of the same model as the victim LiDAR, which we call the
substitute LiDAR. Then, based on the expected attack target
(class) and the attack distance, we use the substitute LiDAR
to record the point cloud of an object of the target class, e.g.,
a wall for Nai-Hide attacks or a pedestrian for Rec-Create
attacks.

The benefit of this method is that the generated point cloud
is collected from substitute LiDARs and thus is in line with the
victim LiDAR’s working principle. As a result, the replayed
one can be received by the victim LiDAR naturally.

2) Optimization-based Point Cloud Generation: For
optimization-based hiding and creating attacks, we generate
spoofing point clouds by adversarial machine learning.
Compared with the record-based method, the optimization-
based one exploits the vulnerability of the object detection
algorithms, and has the potential of hiding or inducing a point
cloud of a target class at any distance with fewer points.

Problem Formulation. To achieve this goal, we first in-
troduce a physical constraint that shall be considered during
the generation. Digital adversarial point clouds may not be
practical physically since they do not consider the working
principle of the LiDAR, i.e., it emits and receives reflected
signals discretely. Therefore, a spoofing point can only be
injected during a firing cycle, and at most one point can be
injected for an individual firing cycle. We formulate the above
two observations as the physical constraints for optimization
to ensure all the generated spoofing points can be physically
injected into the victim LiDAR.

Physical Constraint: Every generated point only occurs
on one of the LiDAR’s laser rays and each laser ray has at
most one point.

To better comply with the physical contrast, we generate
adversarial point clouds in the spherical coordinates and for-
mulate this problem as a gradient-based optimization problem:

min
P′
L(P

′
)

s.t. (R
′

i, α
′

i, ω
′

i) ∈ Locexp, i ∈ [1, n]

|α
′

i − α
′

j |+ |ω
′

i − ω
′

j | 6= 0, i, j ∈ [1, n]

ω
′

i ∈W

(4)

where P
′

= {(R′

i, α
′

i, ω
′

i)|i ∈ [1, n]} is the adversarial
point cloud, R

′

i, α
′

i and ω
′

i are the distance, horizontal an-
gle, and vertical angle of the adversarial point respectively,
Locexp = {xa, ya, za, wa, la, ha, yawa} represents the center
point, length, width, and height of the target area, and W

indicates the range of the vertical angle specified by the victim
LiDAR.

Loss Function Design. We then design the loss functions
for the Opt-Hide and Opt-Create attacks, respectively. For Opt-
Hide attacks, our goal is to inject adversarial point clouds
into the vicinity of a target object to make it undetectable.
To achieve it, we suppress the bounding box proposals related
to the victim objects. A proposal close to the target object
can be considered relevant if (1) their intersection over union
(IoU) is larger than a threshold εi, and (2) the class prediction
confidence of the proposal is larger than a threshold εs.
Considering the practicality of the physical attacks, we choose
to inject adversarial points above the target object and suppress
those relevant proposals to avoid the possible blocking from
the target object. In this way, the loss function for Opt-Hide
attacks is as follows:

Lh = Σ
b,s∈B

−IoU(bt, b)log(1− s) (5)

where B = {(xi, yi, zi, wi, hi, li, yawi)|i ∈ [1, n]} is the set
of all the bounding box proposals, bt is the ground truth of
the victim object, and b and s are the relevant bounding box
proposals and their confidences, respectively. In our imple-
mentation, εi = 0.1 and εs = 0.1.

For Opt-Create attacks, our goal is to induce a target object
into a specific location by injecting adversarial points into
this area, e.g., 10 meters in front of the victim LiDAR. To
achieve it, we improve the bounding box proposals related to
the expected area. Different from Opt-Hide attacks, we select
the Top 10 bounding box proposals that have the largest IoUs
with the expected area as the relevant proposals. In this way,
we design the loss function for Opt-Create as follows:

Lc = Σ
b,s∈B

−IoU(be, b)log(s) (6)

where be = {xe, ye, ze, we, he, le, yawe} is the target area.
Optimization Process. With the loss functions, we then

design the following optimization process for Opt-Hide or
Opt-Create attacks:
• Step 1: Calculate the spherical coordinate range of the

adversarial points according to the location where the
adversary expects to induce or hide a target object;

• Step 2: Randomly add a given number of adversarial
points in the aforementioned range;

• Step 3: Calculate the gradient of the loss function for Opt-
Hide or Opt-Create attacks to the spherical coordinates of
the adversarial points;

• Step 4: Update R of the adversarial point cloud P
′

and
add random noise to increase the robustness of adversarial
points.

• Step 5: Repeat Step 3 and Step 4 until the loss converges
or the iterations end.

C. Control Signal Design

To inject the generated point cloud into the victim LiDAR,
we design the attack signal to be a series of laser pulses. Each
pulse represents a spoofing point and the occurring moment
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Algorithm 1: Control Signal Design
Input: Points Number:N ;

Cartesian coordinates: X, Y, Z ;
Light speed: c;
LiDAR rotation speed: RPM ;
Full cycle: Tfc;
Vertical angle to laser id mapping: Angle2ID

Output: Ideal consecutive TTL control signal Signalideal;
Discrete TTL control signal Signaldiscrete

/* Point Cloud Pre-Processing */
1 Distance: R =

√
X.2 + Y.2 + Z.2;

2 Vertical Angle: Θ = arcsin(Z./R);
3 Horizontal Angle: Φ = arctan(X./Y) ;
4 Point Cloud: PC = (R, Θ, Φ) = Coordinate_Conversion(X,Y,Z) ;
5 ToF = 2 ∗ R

c
;

6 laser_ID = Angle2ID(Θ) ;
7 Horizontal Resolution: δhori = 360 ∗ Tfc ∗ 60

RPM
;

8 PCsort = sort(PC|Φ, laser_ID) ;
9 fullcycle_ID(0) = 0 ;

10 for i=1:N-1 do
11 ∆ = Φ(i)−Φ(i− 1);
12 ∆Nfullcycle = fix(∆/δhori) if

laser_ID(i) < laser_ID(i− 1) then
13 fullcycle_ID(i) = fullcycle_ID(i− 1) + ∆Nfullcycle + 1
14 else
15 fullcycle_ID(i) = fullcycle_ID(i− 1) + ∆Nfullcycle

16 end
17 end

/* Point to Signal Mapping */
18 Pulse width(time to live): TTL = 10 ∗ 10−9s;
19 Time_ideal(0) = 0;
20 Amp_ideal(0) = 0;
21 Minimal value ε = 1 ∗ 10−18 ;
22 for i=0:N-1 do
23 Time_ideal(i ∗ 4 + 1 : i ∗ 4 + 4) =

[−ε, 0, TTL, TTL+ ε] + Timestamp(i);
24 Amp_ideal(i ∗ 4 + 1 : i ∗ 4 + 4) = [0, 1, 1, 0]
25 end
26 Time_ideal(N ∗ 4 + 1) = (fullcycle_ID(N − 1) + 1) ∗ Tfc ;
27 Amp_ideal(N ∗ 4 + 1) = 0 ;
28 Signalideal ← Take Time_ideal as abscissa and Amp_ideal as

ordinate ;
29 Signaldiscrete ←AD sample the Signalideal with the sampling rate

SR ;

of each pulse’s rising edge determines the space coordinate
of the spoofing point. We use a laser diode to emit the attack
signal. The emitting time of each laser pulse, which determines
the location of each injected point, is determined by the TTL
control signal of the laser diode driver board. As a result,
given a spoofing point cloud with a specific shape, we shall
design a control signal that specifies the emitting time of each
laser pulse in the attack signal based on the location of its
corresponding spoofing point.

To achieve it, we first perform point cloud pre-processing
and then design corresponding control signals by point-to-
signal mapping. The algorithm of control signal design is
shown in Algorithm 1.

1) Point Cloud Pre-processing: The space position of a
LiDAR point is usually described in the spherical coordinate
system with the vertical angle (θ), horizontal angle (φ), and
distance (r). To transform a spoofing point to the correspond-
ing laser pulse, we first transform the spherical coordinates
of every point in spoofing point cloud to the time coordinate

(fullcycle_id, singlecycle_id, tof), where fullcycle_id represents
which full cycle the pulse is in, singlecycle_id represents
which single firing cycle the pulse is in, tof represents the
theoretical time-of-flight of the laser pulse in order to generate
this point. The time coordinates can be used to calculate the
occurring time of the rising edge of the TTL control signal.

To calculate fullcycle_id, we first set the fullcycle_id of
the minimum-azimuth (whose horizontal angle is φ0) point
to zero. Then, the fullcycle_id of a point whose horizontal
angle is φ can be calculated as follows:

fullcycle_id =
φ− φ0
rH

(7)

where rH is the horizontal angular resolution. To calculate
singlecycle_id, we build a mapping between vertical_angle
and singlecycle_id (denoted as Angle2ID) according to
the scanning sequence. The singlecycle_id of a point can
be obtained according to the vertical angle of the point by
Angle2ID. The tof of a spoofing point can be calculated based
on the principle of time of flight as follows:

tof = 2 ∗ r
c

(8)

where r is the radial distance of a point to the LiDAR and c
is light speed.

2) Point to Signal Mapping: With the time coordinates
obtained from the point cloud pre-processing, we then design
the TTL control signal consisting of a series of pulses, where
each pulse represents a spoofing point, and sample it into
discrete signals to be readable for a signal generator.

To design the TTL control signal, we first calculate the
precise timestamp for each point in the spoofing point
cloud according to its time coordinates (ToF, singlecycle_ID,
fullcycle_ID) as follows:

Timestamp =fullcycle_ID ∗ Tfc+
singlecycle_ID ∗ Tsfc + ToF

(9)

Then, we generate an ideal control signal whose rising edges
locate at the calculated Timestamp. Specifically, we design the
pulse start time of the ideal pulse to be the same as Timestamp,
the rising and falling edges to be a minimum value ε, and the
pulse width to be 10 ns, which is similar to the pulse width
of the laser signal of VLP-16 and RS-16.

With those settings, we design a control signal to determine
when to emit the lasers. To make it readable by signal
generators, we further sample it with the sampling rate of the
used signal generator.

D. Synchronization

With the control signal, we can inject spoofing points into
the LiDAR. However, to inject point clouds with specific
shapes at specific locations, the attack signal should be aligned
with the scanning sequence of the victim LiDAR.

Prior work [37] has proposed a synchronization method
to induce the spoofing points closer than the attacker, but it
may not suffice for our attacks since it does not consider the
alignment of the attack signal and scanning sequence.
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Fig. 6: Synchronization of the VLP-16 scanning sequence and the attack
laser pulses (received by VLP-16).

To address it, we propose our synchronization method. First,
we obtain the scanning sequence and the sequence of LiDAR
laser pulse of the victim LiDAR by user manuals [42], as
shown in the first and second waveforms in Fig. 6. Here we
take the VLP-16 LiDAR as an illustration to better present
the alignment process. Then, we use the receiver to sense the
specified working signal of the victim LiDAR. As soon as
the receiver receives a laser pulse from the victim LiDAR, it
generates a trigger signal as shown in the third waveform in
Fig. 6, by which we can acquire the LiDAR’s scanning status.
We then transmit the trigger signal to the delay controller.
After a precise delay (tdelay), the signal generator generates
a control signal to control the laser transmitter to emit attack
laser pulses. Finally, the attack laser pulses are received by
the victim LiDAR after a time of flight.

Therefore, to align the attack signal received by the victim
LiDAR and the scanning sequence, the key point is to set
the delay precisely. To achieve it, we put the receiver in the
path where specified-vertical-angle lasers will irradiate (1° in
Fig. 6), and calculate tdelay as follows:

tdelay = talign − ToF1 − ToF2 − tdevice (10)

where talign represents the duration from the moment the
LiDAR sends out a specific laser pulse to the moment it
receives an aligned attack laser pulse. Therefore, talign =
n ∗ Tfc − Tsfc when receiving 1° Laser pulse as shown in
Fig. 6. ToF1 represents the flight time of a specific LiDAR
laser pulse from the LiDAR to the receiver. ToF2 represents
the flight time of an attack laser pulse from the laser transmitter
to the LiDAR. tdevice represents the inherent delay of the
device including signal response, laser charging, transmission
of electrical signals in copper wires, etc. The method to
measure tdevice can be found in Appendix. F.

V. ATTACK DEVICE IMPLEMENTATION AND POINT
INJECTION CAPABILITY EVALUATION

A. Attack Device Implementation

Based on the work of Shin et al. [37], we implement
the attack setup consisting of four components: a receiver,
a delay controller, a control signal generator, and a laser

transmitter, as shown in Fig. 7. The receiver consists of a
PIN photodiode [8] and an amplifier. The delay controller
and control signal generator are integrated in an arbitrary
waveform generator (AWG) [5]. The laser transmitter, which
is quite different with previous work [37], [11] consists of 3
components: a laser driver board, a laser diode, and a two-
lens system. The specific models of those components can be
replaced according to demand. During attacks, the receiver first
receives laser pulses from the victim LiDAR and generates a
trigger signal. Then, the AWG delivers a certain delay and
generates a control signal. Finally, the laser transmitter fires
attack lasers to the victim LiDAR.

B. Point Injection Capability Investigation

Although state-of-the-art work demonstrated that 200 points
can be injected into VLP-16 at most [38], we believe that the
number of spoofing points that can be injected should be far
more than 200 due to LiDAR can often form hundreds of
thousands of points per revolution. For investigating the fea-
sibility of point injection capability improvement, we conduct
experiments against VLP-16 with different laser transmitters.
The point cloud injection capability mainly depends on the
performance of the laser transmitter. Therefore, we first model
the laser system, then test the point cloud injection capability
of the laser system with different parameters experimentally,
and finally we analyze the error of the injected point cloud.

1) Laser Systems Modeling: In this work, a laser system
can be modeled with the following two types of parameters:
fundamental laser parameters and final system parameters.

Fundamental parameters are the basic concepts of pulsed
laser and are critical when choosing the laser transmitter,
they are laser wavelength (Notation: λlaser, Units: nm), peak
power (Notation: Ppeak, Units: W ), and pulse repetition rate
(Notation: frep, Units: Hz).

Final system parameters are target-related and describe the
performance at the output of a laser system when hit on the
target, they are spot size (Notation: S, Units: cm2), attack
distance (Notation: d, Units: m), and peak power intensity
(Notation: Ipeak, Units: W/cm2).

2) Experiment: For investigating the feasibility of point
injection capability improvement, we conduct experiments
against VLP-16 with λlaser = [850 nm, 905 nm, 915 nm, and
940 nm], Ppeak = [25W, 75W, 125W, 300W, 600W], frep =
[0 to 800kHz]. The pulsed laser diodes and laser driver boards
that we used can be seen in Fig. 22 and Fig. 23 in Appendix C.

We find that the laser can inject spoofing points of various
shapes (shown in Fig. 8) into the LiDAR, and the possible
point cloud shapes include “scatter", “wave", “wall", and
“broken wall". The relationship between these shapes and laser
parameters is shown in Appendix B. Among those shapes,
the “wall" has the greatest number of controllable spoofing
points (4200 points when the LiDAR’s rotation speed is 300
RPM) and the largest attack area (30° horizontal angle *
30° vertical angle). The “wall" can be generated when the
λlaser = 905 nm and frep = 434.02608 kHz (when 4t =
2.304009 µs). Empirically, Ipeak should be greater than 2
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(a) Illustration of physical attack process (b) Physical experiment setup consisted of a receiver, an arbitrary signal generator, a laser
transmitter, and a victim LiDAR.

Fig. 7: Illustration of the attack process and the experimental setup for physical attacks.

(a) Oiginal (b) Scatter (c) Wave (d) Broken Wall (e) Wall
Fig. 8: The point clouds injected into LiDAR under various laser systems parameters.

(a) Spoofing “wall" injected by
laser attacks

(b) Illustration of point cloud areas containing different
off-axis angles

(c) CDF of distance errors.

Fig. 9: Distance error distribution for point cloud areas containing different off-axis angles.

W/cm2 in order to generate a complete “wall". Therefore, a
larger Ppeak allows the final system to have a larger spot size
and a longer distance. For example, using a laser diode with
Ppeak = 600W, we can generate a complete “wall" with the
spot size of 100cm2 at a distance of 20m away. Surprisingly,
we can still inject up to 4000 points with the same laser diode
(SPL-PL90, Ppeak=25W) used in previous work [37], [11],
[38]. In the following experiments, we usually use a 120W
laser diode (GYLDTO905120C) [9] due to the heat and safety
risks associated with higher power lasers.

3) Distance Error Analysis of Spoofing Point Cloud:
Although we can inject thousands of points within a 30°
horizontal angle, not all points can be injected exactly where
desired. When we inject a spoofing “wall", theoretically every
spoofing point is designed to have the same distance from
LiDAR and the “wall" is expected to be a sphere with LiDAR
as the center. But by moving the “wall" to the near front

(as shown in Fig. 9(b)), we found that the actual generated
“wall" is distorted: the edge of the “wall” will be farther from
the LiDAR than the middle of the “wall". By adjusting peak
power and spot size, the distortion still exists. We assume the
distortion relies on two reasons: (1) The optical path difference
due to different incident angles. (2) The error induced by
the limited sample rate of the signal generator (1GHz for
DG5072). We use the distance error of each point to measure
the accuracy of the point cloud. A smaller distance error means
we can have more precise control over the point cloud. First,
we define the central axis of the spoofing “wall" as 0°, and
divide the point cloud area by the off-axis angle (as shown
in Fig. 9(b)). Then, we calculate the average distance of the
points in each point cloud area, and use the average distance
as the ground truth to calculate the distance error of each
point. Finally, we can get the CDF (Cumulative Distribution
Function) map as shown in Fig. 9(c), which is described the
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distance errors distribution of point clouds area containing
different off-axis angles. We found that for a “wall", the
distance error is various across different off-axis angles. In
general, the closer to the 0° axis, the smaller the error. When
it comes to the near central area, the CDF of error is almost
the same, e.g. the distance error of 90% points in -9°∼9°
area and -6°∼6° area is both within 0.102 meters. Overall,
we can inject points covering above 30° horizontal angle, and
have relatively precise control over points within around a 20°
horizontal angle.

VI. EVALUATION

In this section, we evaluate our attacks against LiDAR-
based 3D object detection systems. We consider three sets of
evaluations in this paper: (1) Simulation evaluation for Opt-
Hide and Opt-Create, where the adversarial point clouds fed
into the 3D object detectors are generated by optimization
directly. (2) Physical evaluation for all 4 types of attacks,
i.e., Nai-Hide, Rec-Create, Opt-Hide, and Opt-Create, on 2
mechanical LiDARs and 3 detectors, where the point clouds
fed into the 3D object detectors are generated by the victim
LiDAR physically. (3) Feasibility study of physical attacks
when the attacker and victim are in motion.

A. Simulation Evaluation

1) Setup: In this section, we present the experimental setup
of the simulation evaluation.

Victim LiDARs. We evaluate simulated attacks against a
16-line LiDAR VLP-16 and a 64-line LiDAR HD-L64E.

Object Detectors. We evaluate our attacks using two 3D
object detectors PointPillar [24] and SECOND [48]. We use
the implementation from MMDetection3D [14]. The average
detection precision achieved on KITTI is 59.5% for PointPillar
and 64.41% for SECOND.

Dataset. We use the KITTI [17] dataset in the simulation
evaluation, which is widely used in the training and testing of
3D object detectors.

Classes of Interest. Given that most LiDAR-based 3D
object detectors detect (up to) three classes of objects in the
autonomous driving scenarios, i.e., (1) car, (2) pedestrian, and
(3) cyclist, we consider them as classes of interest in this paper.
Both the aforementioned object detectors PointPillar [24] and
SECOND [48] support the detection of these three classes.

2) Evaluation Methodology: We use the attack success
rate (ASR) as the metric, which is the ratio of the number
of successful attacks against an object detector over the
total number of conducted attacks. For Opt-Hide attacks, we
randomly select 100 objects for each class of interest from
the KITTI dataset and try to make them undetectable. For
Opt-Create attacks, we randomly select 100 scenarios from
the KITTI dataset, and try to inject a car, a pedestrian, or a
cyclist into each scenario, respectively.

3) Attack Effectiveness: The attack results under various
numbers of spoofing points are shown in Fig. 29 in Ap-
pendix J. Since we can inject up to 4,200 spoofing points, we
consider the highest attack success rate under various points as

TABLE I: Top-1 success rates of simulated optimization-based attacks
across various numbers of spoofing points.

Attack LiDAR Detector Category of Object Avg. Overall.Ped. Cyc. Car.

Opt-
Hide

VLP16 PoinPillar 100% 99% 88% 95.7% 68.00%SECOND 48% 35% 38% 40.3%

HDL64E PoinPillar 100% 100% 100% 100.0% 79.67%SECOND 80% 59% 39% 59.3%

Opt-
Create

VLP16 PoinPillar 64% 64% 33% 53.7% 60.85%SECOND 95% 98% 11% 68.0%

HDL64E PoinPillar 77% 81% 24% 60.7% 72.67%SECOND 93% 97% 64% 84.7%

Fig. 10: The attack success rates of Opt-Hide and Opt-Create attacks
against various objects.

shown in Tab. I. The overall ASRs are 73.84% for Opt-Hide
attacks and 66.76% for Opt-Create attacks, indicating that it
is easier to hide an existing object than create a non-existing
one.

For different types of objects, our attacks perform better
in hiding and creating pedestrians and cyclists compared with
cars, as shown in Fig. 10. Specifically, Opt-Hide attacks can
hide all three types of objects with an ASR above 65%.
Opt-Create attacks work well (above 82%) in generating
pedestrians and cyclists, but have a relatively low ASR (33%)
in generating cars. Through the further experiments detailed
in Appendix. G, we find the reason of the ASR variation is
that due to the larger size of the car, a larger search space
and more iterations are required to achieve a relatively high
success rate when creating a car.

B. Physical Evaluation

In the physical evaluation, we conduct Nai-Hide, Rec-
Create, Opt-Hide, and Opt-Create attacks by physically in-
jecting spoofing points into LiDARs.

1) Setup: In this section, we present the experimental setup
of the physical evaluation.

Attack Device Setup. We use the attack device setup shown
in Fig. 7, where we position the victim LiDAR in front of
our attack equipment at varying distances and angles. We list
the models of all equipment used in our experiments on the
website. Based on the device setup, we conducted physical
experiments on campus roads.

Victim LiDAR and Detectors. We conduct physical attacks
on 2 mechanical LiDARs, i.e., VLP-16 and RS-16, which
are the most widely used mechanical LiDARs in the world.
The parameters of two victim LiDARs are shown in Tab. IV.
The point clouds generated by the LiDARs under attacks are
directly fed into two academic detectors SECOND [48] and
PointPillars [24], and a commercial detector Apollo r6.5 [1].
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(a) Ground truth. (b) Benign point cloud. (c) Point cloud under attack. (d) Detection under attack.
Fig. 11: Illustration of the naive hiding attack.

(a) Ground truth. (b) Benign point cloud. (c) Point cloud under attack. (d) Detection under attack.
Fig. 12: Illustration of the record-based creating attack.

(a) Ground truth. (b) Benign point cloud. (c) Point cloud under attack. (d) Detection under attack.
Fig. 13: Illustration of the optimization-based hiding attack.

(a) Ground truth. (b) Benign point cloud. (c) Point cloud under attack. (d) Detection under attack.
Fig. 14: Illustration of the optimization-based creating attack.

2) Evaluation Methodology: For Nai-Hide and Opt-Hide
attacks, we try to hide a pedestrian, a cyclist or a car. For
Rec-Create and Opt-Create attacks, we try to create a non-
existing pedestrian. For each attack, we randomly collect 100
frames for different LiDARs and different detectors, and use
the ASR as the metric to report attack effectiveness.

3) Attack Effectiveness: In total, we collect 2400 frames
during physical attacks. The overall performance of the phys-
ical attacks is shown in Tab. II. The videos of the physical
attacks can also be found on the website.

Impact of LiDAR model. For different LiDAR models,
the attack performance shows slight differences. Specifically,
the average ASRs on VLP-16 is 70.75%, while it is 60.50%
on RS-16. The reason is that RS-16 has pulse randomizing
technology which can eliminate the attack. Every about a
hundred full cycles (55.555 µs), there will be a silent period
of about 133 µs, bringing extra difficulty in precisely injecting
the spoofing point clouds.

Impact of detection system. For different detection sys-
tems, the attack performance also varies as shown in Fig. 15.
Nai-Hide attacks can achieve 100% ASRs against all three
detection systems. Rec-Create attacks perform better on SEC-
OND and Apollo. It is because SECOND and Apollo perform
better in detecting a real pedestrian, while the spoofing point

cloud we injected via Rec-Create attacks is very similar to the
point cloud of a real person. Opt-Hide attacks perform better
on PointPillars and Apollo, while Opt-Create attacks perform
better on SECOND. We suppose the performance difference
may come from the different feature extraction processes of
these three models, i.e., SECOND divides the point cloud
space into voxels while PointPillars and Apollo divide the
point cloud space into vertical columns (pillars) and utilize
PointNets to learn features. For Opt-Hide attacks, the location
where we add the adversarial points is the space above the
victim object, thus the adversarial points are more likely to
harm the feature extraction of the point cloud below the pillar.
For Opt-Create attacks, we optimize point clouds in a cuboid
space, which is more similar to the voxels rather than pillars,
making SECOND more vulnerable.

4) Attack Robustness: We then investigate the attack robust-
ness when the laser source is at various distances, heights, and
angles with the VLP-16 LiDAR and the SECOND detector.
For Nai-Hide and Opt-Hide attacks, we try to hide a real
pedestrian 5 meters in front of the LiDAR. For Rec-Create
and Opt-Create attacks, we try to create a pedestrian 5 meters
in front of the LiDAR.

Impact of attack distance. We conduct experiments with
attack distances of 1, 3, 5, 10, and 15 meters. We collect 20
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TABLE II: The attack success rates of physical attacks against various
LiDARs and object detectors.

Detector LiDAR
Model

Attack Types
Nai-Hide Rec-Create Opt-Hide Opt-Create

SECOND VLP-16 100% 98% 38% 72%
RS-16 100% 86% 33% 61%

PoinPillar VLP-16 100% 64% 79% 15%
RS-16 100% 51% 68% 12%

Apollo VLP-16 100% 98% 77% 37%
RS-16 100% 89% 73% 21%

Fig. 15: The attack success rates of physical attacks across various
detectors.

frames for every distance and every attack type (400 frames in
total) to report the attack success rates. The results in Fig. 16
show that the ASRs of Rec-Create, Opt-Hide and Opt-Create
attacks decrease as the attack distance increases, while the
Nai-Hide attacks can still achieve 100% ASR. We assume the
reason is that the laser power intensity becomes lower as the
distance increases, rendering the spoofing point cloud difficult
to control. For the four types of attacks, Nai-Hide attacks have
the lowest requirement on the control accuracy of the spoofing
points, and thus are least affected by the attack distance.

Impact of LiDAR’s installation height. We conduct ex-
periments with various LiDAR installation heights of 0.2, 0.7,
1.2, 1.7, and 2.2 meters. We collect 20 frames for every
LiDAR installation height and every attack type (400 frames in
total) to report the attack success rates. The results in Fig. 16
show the ASRs of our attacks at different LiDAR’s installation
heights. Among the four types of attacks, the performances of
Nai-Hide and Rec-Create attacks do not significantly change
with the LiDAR installation height, while Rec-Create and Opt-
Create attacks show the highest ASRs at a LiDAR installation
height of 1.7m. It is probably because the training dataset
KITTI [18] was collected by LiDARs installed at a height
of 1.73 m. As a result, optimization-based attacks are more
sensitive to the LiDAR’s installation height.

Impact of attack angle. We investigate the attack’s effec-
tiveness when the laser source is at various horizontal and
vertical angles. For hiding attacks, we adopt the Nai-Hide
attack and try to hide a real pedestrian 5 meters away whose
horizontal angle is about 0°. For creating attacks, we adopt the
Rec-Create attack and try to create a fake pedestrian 5 meters
away at a horizontal angle of around 0°. We collect 20 frames
for every attack angle and every attack type (1080 frames in
total) to report the attack success rates. The results shown

Fig. 16: The attack success rates of physical attacks across various attack
distances.

Fig. 17: The attack success rates of physical attacks across various LiDAR’s
installation heights.

(a) Results of Hiding attack at various angle.

(b) Results of creating attack at various angle.

Fig. 18: The attack success rates of (a) hiding and (b) creating attacks
across various attack angles.

in Fig. 18(a) and Fig. 18(b) demonstrate that both attacks
are more affected by the horizontal angle than the vertical
angle. Nai-Hide attacks mainly succeed within a horizontal
angle within [-15°,15°]. We assume the reason is that the
receiving angle of the LiDAR’s receiver (mainly composed
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Fig. 19: Experimental setup for physical attacks on moving vehicles.

of a photodiode and a lens) is limited. Rec-Create attacks
mainly succeed in a horizontal angle within [-10°, 10°], which
is smaller than the hiding attack. We assume the reason is that
Rec-Create attacks require fine-grained control over the shape
and distance of the point cloud while the points injected within
the region of [-10°, 10°] show low errors as shown in Fig. 9.

C. Feasibility Study on Moving Vehicle

The above experiments validate the performance of our
attacks against stationary LiDARs. Then, we explore the
feasibility of our attacks when the victim LiDAR is in motion.

Experimental Setup. We define an attack setting of moving
vehicles as shown in Fig. 19, where both the attacker car and
the victim car are moving with a similar speed of around
5km/h (for safety reasons), and the attacker is 5-15 meters
away from the victim LiDAR. We integrate the attacking
equipment into the attacker car by placing the receiver and
laser transmitter on the car roof (each connected to a gimbal
for manual aiming) and placing other attack devices such as
the arbitrary waveform generator (AWG), laptop, laser driver
board, and power source in the car trunk. The victim car is an
Apollo D-kit equipped with a VLP-16 LiDAR, and the point
cloud collected by the LiDAR is used for real-time 3D object
detection.

Compared to the experimental setup for the stationary
attack, we upgrade the attack hardware to mitigate the effects
of jitters caused by the moving of the vehicles: (1) We use
a large-diameter telescope (Φ = 50 mm) to expand the
receiver’s receiving area from 0.2 cm2 to 78.5 cm2. (2) We
expand the spot diameter to 8 cm, and use a high-power laser
diode (Ppeak = 300 W ) to ensure the peak power intensity is
greater than 2 W/cm2. With a larger receiving area and light
spot, even a slight jitter in the process of vehicle driving will
not affect the effectiveness of the attack.

Results. Both hiding and creating attacks can successfully
spoof the LiDAR-based 3D object detection system on a
moving vehicle. Specifically, hiding attacks can achieve an
ASR of 94.1% (16/17 trials) and creating attacks can achieve
an ASR of 78.9% ASR (15/19 trials). The videos of physical
attacks on moving vehicles can be found on the website. We
also tested our attacks when the victim is moving while the
attacker is stationary in Appendix. I.

VII. DISCUSSION

A. Comparison with Related Work

We compare our work with related work [37], [11], [38]
in terms of the physical point injection capability, attack type,
and attack performance, as shown in Tab. III. In summary, with
improved point cloud injection capability and a new attack
design for physical attacks, we can inject more points into the
LiDAR and achieve more types of attacks with higher success
rates.

Point cloud injection capability. With the more powerful
lasers, we can inject up to 4200 spoofing points while prior
work can inject up to 200 spoofing points against the same
type of LiDAR (VLP-16).

Performance of simulated attacks. For simulated attacks,
we can achieve an attack success rate of 94% with 180 points,
while Cao et al. [11] can achieve a success rate of 75% with
60 points, and Sun et al. [37] can achieve a success rate of
around 85% with more than 80 points.

Performance of physical attacks. Benefit from the hard-
ware improvement and new attack flow design, including
scanning sequence correction, physical-realizable point cloud
design, new control signal design method, and precise syn-
chronization. We are able to control the shape and location of
spoofing points. We are the first work that spoofs 3D object
detection by injecting spoofing points into a LiDAR physically
while prior work has not conducted or reported the results of
physical attacks in their papers.

B. Potential Mitigation

Our attacks exploit the vulnerabilities of mechanical Li-
DARs and mislead the 3D object detection algorithms to ulti-
mately affect the decisions. In this section, we provide several
potential defense mechanisms by increasing the difficulty of
launching our attacks.

Rotation Speed Customization. Our attacks rely on the
RPM of the victim LiDAR to design the control signals. If
the RPM used for control signal design is different from the
one used in the victim LiDAR, the injected point cloud will be
deformed and thus possibly invalid (see Fig. 24). Therefore,
the users can manually set the RPM of the LiDAR from time
to time. Although the adversary can still measure it using
photodiodes and oscilloscopes, this method can increase the
attack overhead in terms of both cost and time.

LiDAR Pulse Coding and Randomizing. Another ex-
ploited vulnerability is that most LiDARs receive laser pulses
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TABLE III: Comparison with related work.

Method Target LiDAR Attack Capability Attack Effects Simulation Attack Physical-world Attack
Number of

Spoofing Points
Distance
Control

Patterns
Control

Shape
Control Hide/DoS Create Object Type Performance

(success rate)
Spoofing points

injection
Performance
(success rate)

Shin et al. [37] VLP-16 ∼10 pts  – –  (by saturation) – – –  –
Cao et al. [11] VLP-16 ∼100 pts  – – –  untargeted 75% (create, 60 pts)  –
Sun et al. [38] VLP-16 ∼200 pts  – – –  car 85% (create, 80 pts)  –

Ours VLP-16, RS-16 ∼4200 pts
(300RPM)      

targeted
(3 objects)

94% (create, 180 pts)
100% (hide)  

100% (Nai-Hide), 81% (Rec-create)
61% (Opt-Hide) 36% (Opt-Create)

 Applicable – Unknow/None

without verification. We envision it can be mitigated by
applying a laser pulse coding technique, which will increase
the spoofing difficulty. For instance, Kim et al. [22], [23] have
proposed a LiDAR verification scheme, which encodes the
pixel location information in the laser pulses using the direct-
sequence optical code division multiple access (DS-OCDMA)
method. In addition, randomizing the emitting pulses and
rejecting pulses different from the emitted ones is another
potential defense method, and similar approaches have been
studied for military radars [31]. However, pulse coding and
pulse randomization may decrease the robustness and increase
the cost of LiDARs.

Multi-sensor Fusion and Security Redundancy. Another
complementary defense approach is to exploit multi-sensor
fusion for decision-making. Autonomous vehicles can employ
multiple types of sensors, e.g., cameras, radars, ultrasonic
sensors combined with LiDARs to perceive the environment.
Such information fusion and redundancy may help further
improve the security of autonomous vehicles.

C. Limitation

Our attacks still have the following limitations at present.
First, we have successfully attacked mechanical LiDARs but
have not succeeded on MEMS solid-state LiDARs with pulse
coding technology yet. We assume that our attacks can also
be applied to MEMS solid-state LiDARs by cracking the laser
pulse code. We remain it as the future work. Second, though
we have addressed the jitter issue for physical attacks to some
extent by increasing the light spot and receiving area, it is still
difficult to aim manually and continuously when the attacker
and victim vehicles are relatively moving. We assume using
detection and tracking techniques may be a potential solution.

VIII. RELATED WORK

A. LiDAR Sensor Security in Autonomous Driving

Extensive studies have explored the sensor security problem
in autonomous driving systems, and have identified a wide
variety of vulnerabilities in cameras [21], [47], [28], [16], [27],
[33], LiDARs [33], [37], [11], ultrasonic sensors [47], [15],
[32], Radars [47], [26], etc.

Existing attacks against LiDARs can be classified into (1)
object-based ones, and (2) laser-based ones according to the
implementation methods. The object-based attacks generate
adversarial points with 3D meshes [12], [40]. For instance,
Fang et al. [16] proposed to place a well-designed 3D-printed
adversarial object on the road and make it “invisible" to the
object detection systems. Zhu et al. [51] proposed to attack
LiDAR-based detection systems by placing commercial drones
around adversarial locations of a car and hiding the victim

car against LiDAR-based detection systems. However, these
methods mainly focus on Denial of Service attacks and the
adversarial object can be conspicuous to human eyes. The
laser-based attacks aim to inject adversarial points into the
LiDAR by infrared lasers. Petit et al. [33] and Shin et al. [37]
have proved that LiDARs are vulnerable to laser attacks, and
the attacker can inject spoofing points into LiDARs. Cao et
al. [11] firstly adopted the optimization method to generate
adversarial points, and found that merely 60 points were
sufficient to create a car against Apollo 2.5 by simulation. Sun
et al. [38] constructed the first black-box spoofing attack based
on occlusion information. However, all laser-based adversarial
attacks [11], [38], [20] are evaluated in simulation by far.

B. 3D Adversarial Machine Learning

Recently, much attention has been devoted to adversarial
attacks that utilize the vulnerabilities of machine learning al-
gorithms. Researchers have proposed various ways to construct
adversarial examples (images) that can cause misclassification
in 2D image classification and object detection [39], [19], [13].
With the rapid development of 3D perception, the adversarial
machine learning against LiDAR-based 3D object detection
begins to draw attention as well [44], [45], [46], [40]. Several
prior works have designed and evaluated 3D adversarial at-
tacks in the physical world [51], [16] by printing adversarial
3D objects. By contrast, we are the first to conduct physical
adversarial attacks against LiDAR-based 3D detection model
using lasers.

IX. CONCLUSION

In this paper, we investigate the possibility of physically
fooling LiDAR-based 3D object detection by injecting adver-
sarial point clouds into it using lasers. By carefully measuring
the victim LiDARs, delicately designing laser signals, and
emitting them in a precise delay, we achieve to inject spoofing
point cloud with desired shapes into the victim LiDAR, and
hide or create object against 3D detectors in the physical
world. Evaluations with two widely-used mechanical LiDARs
and three 3D object detectors demonstrate the effectiveness of
our attacks. Further directions include exploring vulnerabilities
ofLiDARs of other types.
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A. Godzilla Spoofing

Fig.20 is a record-based spoofing point cloud of godzilla.
Technically, any shape of point cloud we want can be injected,
as long as its horizontal angle range is less than about 30°.

(a) Godzilla spoofing points (b) Godzilla picture

Fig. 20: Record-based spoofing of Godzilla

B. Feasibility Experiment

Fig. 21: The relationship between the shapes of spoofing points and laser
parameters.

C. The Hardware Component Under Test

The laser diodes we tested are shown in Fig. 22 and the
driver boards are shown in Fig. 23.

Fig. 22: The laser diode under test.

D. The Influence of LiDAR Rotation Speed

If the RPM used for control signal design is different from
the one used in the victim LiDAR, the injected point cloud
will be deformed.

Fig. 23: The laser diode driver under test.

600 RPM300 RPM 900 RPM

Fig. 24: The pedestrian point clouds received by the VLP16 LiDAR at
different rotation speeds under the same control signal designed for a
PRM of 600.

E. Angle to ID Mapping

As shown in Fig. 25, according to the scanning sequence of
a LiDAR, a vertical angle to laser_id mapping (Angle2ID)
can be established.

F. Measurement of Device Inherent delay

tdevice needs to be measured in advance with an accuracy
of at least 1 ns. The tdevice is consisted of the delays from
receiver (tRe), signal generator (tSG), laser transmitter (tLT )
and some cable delays. Since the input of the receiver and
the output of the laser transmitter is optical signal instead

(a) The scanning sequence of VLP-16 in one full cycle

(b) Vertical angle to laser_id mapping (Angle2ID) of VLP-16

Fig. 25: According to (a) scanning sequence, (b) a vertical angle to laser_id
mapping (Angle2ID) can be established.
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Fig. 26: The measurement of inherent delay. A control signal is inputed
into the workflow (laser transmitter ⇒ receiver ⇒ signal generator
) and observed by the oscilloscope (CH1). And then, a triggered
signal generateed by signal generator is oberseved through CH2 of the
oscilloscope. The tdevice is the delay between control signal and triggered
signal, which can be measure by comparing the delay of CH1 and CH2.

of electric signal that can be observed by oscilloscope. The
measurement flow is shown in Fig. 26. A high-sample-rate
oscilloscope is needed to measure the delay.

G. Further Experiments for the Performance Variation of Opt-
Create

In this experiment, the success rate of creating a car was
lower than that of a pedestrian and a cyclist. To reveal
the reason, we conducted more experiments after receiving
the review comments. Through experiments, we found two
possible reasons for the low success rate of creating a car:

(1) We set a larger search space for a car due to its
larger size compared with the pedestrian and cyclist, which
required more iterations to achieve a better success rate. In
our previous experiments, we set the search space for each
target according to its average bounding box size, therefore,
the search space of the car (2.6m*4.6m*1.7m) was much larger
than that of the pedestrian (0.65m*0.8m,*1.7m) or the cyclist
(0.65m*1.6m*1.7m). However, we used the same number of
iterations (300 times) for each target, which resulted in a lower
success rate of creating a car. In the new experiments, we
tested different iterations (300, 500, 800, 1500, 2000, and
2500) for cars and found that the attack success rate increased
with the number of iterations and approached saturation when
it reached 2000. By employing more iterations, we can im-
prove the attack success rate of cars to 56%.

2) Creating a car requires a larger empty space in the
original frame since it has a larger size compared with the
pedestrian or cyclist. By investigating the randomly-selected
frames from the real-world dataset KITTI, we found this
requirement was not always met. We found some of those
frames might have environmental point clouds in the target
space (10 meters directly in front of LiDAR) where we intend
to inject spoofing point clouds. The frames may not meet the
requirement are over 10/100 for cars and around 5/100 for
cyclists and pedestrians, resulting in the lower attack success
rates of cars.

H. The Influence of the Light Conditions
We tested the influence of light conditions by collecting

VLP-16 frames in various light conditions: a) sunny day (200
frames), b) cloudy day (100 frames), c) night (200 frames).
The results showed in Fig. 27 demonstrate no significant
performance difference across different light conditions. It is
because that both the attack laser and the working signal of
the victim LiDAR are of 905 nm, and the LiDAR has its own
filter mechanism for sunlight. Therefore, the light condition
hardly impacts our attacks.

Fig. 27: The influence of light conditions.

I. Supplementary Feasibility Study on Moving Vehicle
Experimental Setup. We conducted attacks in two moving

scenarios: (1) Scenario A: Both the attacker and the victim
are moving with a similar speed of around 5km/h (for safety
reasons), and the attacker is 5-15 meters away from the victim
LiDAR. In this case, the main challenge is to overcome the
jitters caused by the moving of the vehicles. (2) Scenario B:
The victim is moving while the attacker is stationary. In this
case, the main challenge is to aim the receiver with the laser
transmitter in real-time.

Results. The results of scenario A are presented in
Sec. VI-C. For Scenario B, however, we have not succeeded
in spoofing the LiDAR detection result. Due to the fact that
real-time aiming requires the receiver and laser transmitter to
change the angle and height according to the position of the
victim LiDAR. For our current aiming device, It is difficult to
be achieved, especially when the laser (905nm) is invisible to
human eyes. Although we have succeeded in manual aiming
the laser transmitter to the victim LiDAR by using a large
light spot and a 10x zoom CCD camera (for observing the light
spot), manually aiming of the receiver is still challenging since
the working signal of the LiDAR is too weak to be observed by
the instrument such as CCD camera or night vision equipment.
We assume a servo system (as shown in Fig. 28) can help
address the real-time tracking and aiming problem but it is
more like an engineering problem. We leave it as future work.

J. The Results of Simulation Evaluation
Optimization-based Hiding Attacks. The results shown in

Fig.29(a). demonstrate the effectiveness of Opt-Hide simula-
tion. When against VLP-16 and PointPillars, the ASRs for
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Fig. 28: A servo system to adjust the height of the receiver according to
the height of the victim LiDAR and the distance between the receiver
and LiDAR.

pedestrians, cyclists, and cars can achieve 100%, 99%, and
87%. When against VLP-16 and SECOND, the ASRs for
pedestrians, cyclists, and cars can achieve 36%, 30%, and
38%. When against HDL64E and PointPillars, the ASRs for
pedestrians, cyclists, and cars can achieve 100%, 100%, and
100%. When against HDL64E and SECOND, the ASRs for
pedestrians, cyclists, and cars can achieve 80%, 59%, and
39%. Generally speaking, the ASRs increase roughly along
with the number of spoofing points increasing.

Optimization-based Creating Attacks. We select the po-
sition of the road in near front of (10 meters) the victim
LiDAR as the center coordinates of our forged object, and the
experimental results are shown in Fig. 29(b). When against
VLP-16 and PointPillars, the ASRs for pedestrians, cyclists,
and cars can achieve 56%, 59%, and 17%. When against VLP-
16 and SECOND, the ASRs for pedestrians, cyclists, and cars
can achieve 92%, 98%, and 17%. When against HDL64E and
PointPillars, the ASRs for pedestrians, cyclists, and cars can
achieve 77%, 81%, and 14%. When against HDL64E and
SECOND, the ASRs for pedestrians, cyclists, and cars can
achieve 64%, 95%, and 56%.

K. LiDAR Key Features Survey
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(a) Opt-Hide Simulation. The ASR of hiding a front-near benign object
with different number of spoofing points against VLP-16 and HDL64E on
two 3D object detectors (PointPillars and SECOND).

(b) Opt-Create Simulation. The ASR of creating a front-near spoofing
object with different number of points against two types of LiDAR (VLP-
16 and HDL64E) on two 3D object detectors (PointPillars and SECOND).

Fig. 29: The overall results of simulation attack.

TABLE IV: Survey of part of the LiDARs on the market.

LiDAR Company Laser Number Laser Vertical Distribution Offical Scanning Sequence Corrected Scanning Sequence
Vertical View Vertical Resolution single firing cycle full cycle single firing cycle full cycle

VLP-16 Velodyne 16 -15°∼+15° 2° 2.304µs 55.296µs 2.304µs 55.296216µs
RS-16 Robosense 16 -15°∼+15° 2° 2.8µs 55.5µs 2.8µs 55.5522µs

HDL-32E Velodyne 32 -30.67° ∼+10.67° 1.33° 1.152µs 46.080µs \ \
Ultra Puck Velodyne 32 -25°∼+15° 0.33° 2.304µs 55.296µs \ \

Puck Hi-Res Velodyne 16 -10°∼+10° 1.33° 2.304µs 55.296µs \ \
RS-32 Robosense 32 -25°∼+15° 0.33° 1.44µs 55.5µs \ \

HDL-64E Velodyne 64 -24.9°∼+2° 0.4°
3.5µs, 1.2µs, 1.2µs, 1.3µs

every 4 laser 57.6µs (dual return mode) \ \

2.4µs, 1.2µs, 1.2µs, 1.2µs
every 4 laser 48µs (single return mode) \ \

1839

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 24,2024 at 10:14:53 UTC from IEEE Xplore.  Restrictions apply. 


