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ABSTRACT Deep Q-network (DQN) is one of the standard methods to solve the Unmanned Aerial
Vehicle(UAV) path planning problem. However, the way agent deepens its cognition of the environment
through frequent random trial-and-error leads to slow convergence. This paper proposes an optimized DQN
with Artificial Potential Field (APF) as prior knowledge called B-APFDQN for path planning. Replacing the
traditional neural network which has only one Q-value output with a multi-output neural network to promote
the training process in combination with APF. Furthermore, a SA-ε-greedy algorithm that can automatically
adjust the stochastic exploration frequency with steps and successes is proposed in order to prevent the agent
from falling into local optimum. We remove the nodes that do not affect the path connectivity and apply the
B-spline algorithm to make the path shorter and smoother. Simulation experiments show that the proposed
B-APFDQN algorithm performs better than the classical DQN, has a strong ability to avoid falling into local
optimum, and the obtained paths are smooth and shorter, which proves the effectiveness of B-APFDQN in
the UAV path planning problem.

INDEX TERMS Reinforcement learning, deep Q-network, artificial potential field, path planning.

I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are easier to inte-
grate with information technology due to their tiny size,
convenience, flexibility, and numerous other advantages.
Networked information transmission, digitization of combat
space, and intelligent flight platforms will become the main
trends in the evolution of the UAV technique [1]. UAVs have
been widely applied in multitudinous fields, especially in
communication, cloud computing, and the development of
big data. In the sphere of communication, the combination
of communication technology and UAV technology makes it
an essential means of auxiliary communication [2], [3], [4];
in the field of cloud computing, cloud computing technology
is combined with UAV technology to invite it a tool for infor-
mation acquisition, extract valid information from the data
collected by the UAV and interact with the consumers in real-
time with cloud computing. The most typical examples are in
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agriculture and forestry [5], [6] and industrial production [7],
[8], [9], [10] applications; in the domain of big data, the
massive amount of data collected by the sensor nodes onboard
drones is fully utilized, and the potential value contained in
the information is explored by big data technology [11], [12],
[13], [14].
Whether in communications, cloud computing, big data or
other fields, reasonable and optimal mission planning is
a necessary prerequisite for UAVs to play their role fully
and complete their tasks efficiently. Mission planning for
UAVs consists of task assignment and path planning [15],
[16]. The focus of this paper is on the UAV path plan-
ning problem. UAV path planning refers to the design of
the optimal flight path to ensure that the UAV completes a
specific flight mission based on the energy limitation and the
actual mission requirements, avoiding obstacles and threat
areas in the process of completing the mission. However,
energy limitation caused by UAV loads and special mis-
sion existence limit the broader application of UAVs [17],
[18].
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The UAV path planning needs to have the properties of
feasibility, safety, and the shortest path. Feasibility means that
the planned trajectory must be executable, and the path must
meet the dynamic constraints so that specific performance
indicators meet the requirements, such as the limit of the
longest flight time and the limit of the maximum energy
consumption. Safety means that the path must ensure that
the aircraft avoids obstacles, no-fly zones, and other poten-
tially dangerous areas. The shortest path means that the flight
distance is as short as possible on the premise of complet-
ing the set task. Reinforcement learning (RL) is one of the
standard methods to solve UAV path planning problems [19],
[20], [21]. RL deepens cognition of the environment through
continuous interaction between the agent and the environ-
ment, and updates the optimal policy guided by the feedback
from the environment to obtain a model that can fulfill our
expectations. Deep reinforcement learning (DRL) combines
the robust feature extraction and representation capabilities
of deep neural networks with the powerful decision-making
capabilities of RL. Nevertheless, for UAVs, we can only
gather partial information about the entire environment due
to the limitation of sensor perception range. Therefore, in the
practice of path planning for UAVs with RL, it is necessary
to implement a Partially Observable Markovian Decision
Process (POMDPs) [22], [23], [24] with this limited infor-
mation. In this process, the frequent random trial-and-error
performed by the agent to overcome the lack of cognition
of the environment leads to slow convergence of the DRL
algorithm.

In contrast, the trajectories obtained by classical path plan-
ning algorithms are difficult to balance safety and achieve
the shortest path. This paper proposes a path planning algo-
rithm based on Artificial Potential Field (APF) to adapt Deep
Q-network (DQN) to solve the above-mentioned problem.
The main contributions of this paper are as follows:

1) We adopt APF as assistant for DQN action selec-
tion and initiated a new network structure that can output
both Q-values and action distribution instead of the classical
DQN network structure that can only output Q-values, which
speeds up the convergence of the algorithm.

2)The proposed design of SA-ε-greedy with the agent
allowing some deviation from the guidance of APF speeds
up the convergence and can overcome the disadvantage of
unreachable target points brought by APF.

3) Removing redundant nodes and adopting B-spline for
further optimization makes the path smoother and shorter
than other similar methods.

The rest of this article is organized as follows. Section II
introduces some recent research progress related to UAV path
planning and focuses on APF and DQN adopted in this paper;
section III describes how this paper combines the DQN and
APF. A new network structure is designed for fusion, and a
path planning policy is generated; section IV compares the
path planning model proposed in this paper with classical
DQN in various grid environments and compares it with the

recent path planning algorithm. Comparisons and compre-
hensive evaluations are presented; section V summarizes the
fusion algorithms and experimental results.

II. RELETED WORK
Reasonably planning a path that meets the mission require-
ments is one of the crucial reasons why UAVs can be suc-
cessfully applied in various fields. We can roughly divide
UAV-related path planning algorithms into the following five
types: algorithms based on graph search technology, such
as Voronoi diagram [25], [26], [27], A-Star [28], [29], [30],
[31], Dijkstra [32], [33], etc. These algorithms are easy to
implement and fast to construct. However, they are often
based on the environment estimation in the search process,
lacking the correct information from the environment feed-
back. Therefore, they risk falling into a local optimum.

Probability-based methods, such as Probabilistic Roadmap
(PRM) [34], [35], Rapid-exploration Random Tree (RRT)
[36], [37], [38], etc., generate paths by randomly sampling
the task space to be planned and connecting the sampled
points according to some rules. In theory, both PRM and
RRT have probabilistic completeness [39], [40]. If there is a
path solution between the starting point and the target point,
then a solution must be found by continuously increasing
the number of sampling points to satisfy the search duration.
Nevertheless, because it is based on a random sampling of
the task space, the quality of the obtained path cannot be
guaranteed, and the result is often sub-optimal.

Heuristic-based methods, such as Ant Colony Algorithm
(ACO) [41], [42], Particle Swarm Algorithm (PSO) [43],
[44], SimulatedAnnealing (SA) [45], [46], etc.Most heuristic
algorithms are stochastic optimization algorithms that imitate
the laws of nature, so the initial conditions can significantly
affect the quality of the optimized results. For example, in the
initial PSO particles setting, the initial attribute of the parti-
cles determines whether the particles have the potential to be
optimized to the global optimum. In addition, the heuristic-
based algorithms suffer from drawbacks such as a slow con-
vergence rate, complex operators, long computational time,
the need to tune many parameters, and design for only real or
binary search space [47], [48].

The other two are the RL-based methods and the field-
basedmethods. RL requires the agent to interact continuously
with the environment, and the agent deepens its cognition of
the environment according to the reward function obtained
by the environment feedback. The purpose is to let the agent
learn an optimal policy that maximizes rewards or other user-
provided reinforcement signals accumulated from immediate
rewards. The most representative ones are Q-Learning [49],
[50] and DQN [51], [52]. Q-learning is a model-free tabu-
lar approach [53], [54]; that is, Q-Learning can be applied
to situations where the environment is unknown. The table
is updated by interacting with the environment to find the
optimal policy. DQN is based on Q-Learning and applies neu-
ral networks as function approximators instead of Q-tables
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to solve the problem that tables are challenging to store
continuous state space with continuous actions, or the state
dimension is too large with the action dimension. Further-
more, the target network technique with an experience replay
mechanism is introduced.

The potential field-based method assumes that the agent is
affected by a potential field in space [55], [56], [57], the target
point will have a gravitational force on the agent, and the
obstacles will have a repulsive force on the agent. Under the
combined effect of the target point’s gravitational force and
the obstacle’s repulsive force, the agent avoids the obstacle
and gradually approaches the target point.

Research on solving path-planning problems using the
above algorithms has become increasingly sophisticated.
Wang et al. [58] describe and thoroughly classify the above
algorithm on the shipboard aircraft scheduling problem.
In the study of graph-based methods for path planning
problems, Luo et al. [59] proposed an extended Dijkstra
algorithm that employs triangulation to model the surface
environment and equivalently converts the triangle mesh
of a surface to a triangle on a two-dimensional plane,
thereby solving the surface path planning of a mobile robot.
Wang et al. [60] employ a hybrid A* algorithm to generate
coarse paths and then implement safe dispatch corridors
along the coarse paths by resampling to solve the autonomous
dispatch trajectory planning problem on the flight deck. In the
study of probability-based methods for path planning prob-
lems, Ravankar et al. [61] propose an improved sampling-
based path planning method for mobile robot navigation,
which uses a layered hybrid PRM and the APF method for
global planning. Wang et al. [62] proposed an improved
artificial potential field (IAPF) and model predictive con-
trol (MPC) techniques for solving autonomous navigation
for unmanned surface vessels (USVs) in unknown environ-
ments. In the study of heuristic-based methods for path-
planning problems, Song et al. [63] proposed an improved
PSO algorithm combinedwith continuous high-degree Bessel
curves to solve the problem of planning smooth paths for
mobile robots. Li et al. [64] proposed an improved ant colony
optimization-artificial potential field method for path plan-
ning using improved ACO to search for the globally optimal
path and then using an improved APF to avoid unknown
obstacles for unmanned ground vehicles (UGVs). In the
study of RL-based methods for path planning problems, maw
et al. [65] proposed a hybrid path planning algorithm using
an anytime graph-based path planning algorithm for global
planning and DRL for local planning. Li et al. [66] proposed
a path planning algorithm that combines global path planning
with improved A* and local path planning with improved Q-
learning to solve the path planning problem of UAVs. In the
study of potential field-based methods for path planning
problems, Wang et al. [67] proposed a UAV path planning
algorithm combining convolutional neural networks with the
RRT* algorithm, using the A* algorithm to generate map
information and optimal paths to form a training data set.

Yafei et al. [68] proposed a combination of APF and RRT
to enable UAVs to quickly and effectively avoid threat areas.

The following parts will focus on the RL-based DQN
algorithm and APF.

A. DEEP Q-NETWORK
RL problems discuss how one or more agents learn optimal
policy based on their observations and the feedback provided
by the environment [69], [70], [71]. The policy expresses a
mapping relationship from state space S to action space A.
In each time step, the agent takes action according to its state
through the learned policy and observes the reward r(st , at )
from the environment. We want to maximize the balance
between the current and the cumulative reward of the discount

coefficient γ of future returns Rt =

T∑
i=t

r i−tri.

For policy π , the value of an action in a particular state can
be expressed as Qπ (s, a) = Es,a,π [

∑
∞

t=1 γtri], this expecta-
tion indicates the initial state s, the initial action is the policy
π selects the subsequent actions, and the optimal value is
Q∗(s, a) = maxπ Qπ (s, a), then the optimal policy is

π∗
= argmax

a
Q∗(s, a) (1)

which the policy that maximizes the Q function is the optimal
policy. The state space and action space faced by RL agents
in practical robotics applications are often continuous, or the
number of observable states and optional actions is large,
which makes optimization problems very difficult, such as
the same tabular encoding as Q-Learning is no longer appli-
cable, so a function approximator Q(s, a; θ ) ≈ Q∗(s, a) is
often applied to estimate the Q function. As we know, the
deep neural network can automatically learn features from
different forms of data and has a solid, expressive ability. It is
better for RL agents to apply a deep neural network instead
of a tabular encoding method.

Unlike Q-Learning, DQN learns from empirical sampling
transitions rather than complete online learning, and DQN
applys a target network with a parameter of θ−

t , where the
value of θ−

t comes from copying the parameters of the learn-
ing network in stages θ−

t .
For a deep Q-network, the loss can be defined as

L(θt ) = Es,a,π [(Yt − Q(st , at ; θt ))2] (2)

where Yt is the target value generated by the target network
as

Yt = Rt+1 + γ max
a
Q(st+1, a; θ−

t ) (3)

The DQN is very effective in dealing with the problem of
UAV path planning. However, due to the unfamiliarity of the
unknown environment in the early stage of training, the agent
often needs to spendmore time exploring and determining the
optimal policy through continuous trial-and-error. It leads to
the fact that algorithms adopting DQN often take a long time
to train and consume many computing resources.
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B. ARTIFICIAL POTENTIAL FIELD
The APF algorithm was first proposed by Oussama Khatib
et al. in their 1986 paper [55]. The APF method assumes that
the target point exerts a gravitational force on the agent to
guide the agent toward it, while the obstacle exerts a repulsive
force on the agent to avoid the collision with it. The force on
the agent’s path is equal to the sum of the repulsive force and
the gravitational force at this point.

For the gravitational field function:

Uatt (q) =
1
2
ξρ2(q, qgoal) (4)

where ξ is the gravitational gain, and ρ2(q, qgoal) is the
distance between the current agent’s position q and the target
point qgoal .

Then the gravitational force generated by the gravitational
field can be expressed as:

Fatt (q) = −ξρ(q, qgoal) (5)

The closer the agent is to the target point, the weaker the
gravitational effect of the target point on the agent, according
to (4), and the less the gravitational force on the agent,
according to (5).

For the repulsion field function:

Urep(q) =


1
2
η(

1
D(q)

−
1
Q∗

)2, D(q) ≤ Q∗

0, D(q) ≥ Q∗

(6)

where, η is the repulsion gain, D(q) is the distance between
the agent and the nearest obstacle, and Q∗ is the threshold
for the obstacle to generate repulsion. If this threshold is
exceeded, the obstacle will not generate repulsion to the
agent. Then the repulsive force generated by the repulsive
force field can be expressed as:

Frep(q) =

 η(
1

D(q)
−

1
Q∗

)(
▽D(q)
D2(q)

), D(q) ≤ Q∗

0, D(q) ≥ Q∗

(7)

When the agent is within the range of the effect of the
repulsive force of the obstacle, the closer the agent is to the
obstacle, the more significant the effect of the repulsive field,
according to (6). Therefore the greater is the repulsive force
according to (7).

Therefore, the resultant force experienced by the agent is
the superposition of gravitation and repulsion:

F(q) = Fatt (q) + Frep(q) (8)

The gravitational force generated by the target point will
guide the agent towards the target point to complete the task,
while the repulsive force generated by the obstacle will keep
the agent away from the obstacle. With the superposition
of both gravitational and repulsive forces, the agent will
safely approach the target point while avoiding the obstacle.
It can be seen from (8) that since the resultant force is the
superposition of gravitation and repulsion, the gravitation
and repulsion may cancel each other, and the resultant force

is 0. In addition, when one or more obstacles appear near the
target point, according to (8), the repulsive force generated
by the obstacle may be greater than the gravitational force
generated by the target point. The target point will not be
the global minimum point of the entire potential field, so the
agent cannot reach the destination [72], [73].

III. B-APFDQN BASED ON APF AND DQN
We adopt the APF method as the prior knowledge for the
agent of DQN during action selection to reduce the frequency
of blind trial-and-error in the search process of the agent.
To ensure that the agent can fully explore the environment,
we propose a SA-ε-greedy algorithm that varies with the
number of search steps and successes. The agent is allowed
to perform actions different from the APF generation actions
within the error tolerance to avoid the agent from falling into
local optimum due to the guidance of APF. In terms of the
network employed, we propose a network that outputs both
Q-values and action distribution instead of the classic DQN
network that outputs only Q-values to accelerate the training
process in combination with the APF. We remove the nodes
that do not affect the connectivity in the obtained paths and
apply the B-spline algorithm to make the paths shorter and
smoother.

To simplify the process of guiding the APF to the agent,
we set Q∗ in (6) to a minimum value so that, according to
(7), the obstacle generates a repulsive force only at a very
close distance in its vicinity. In the gridded environment, the
obstacle generates a considerable repulsive force only in the
grids where they exist.

When the input state is s, Q-values and APF values may be
shown in Fig.1(a) and Fig.1(b). The agent of classical DQN
will choose the action a that maximizes the Q value, while
APFwill choose the action a′ that decreases the potential field
the fastest. Since the agent is unfamiliar with the environment
at the initial stage of training, the actions performed are not
necessarily reasonable, so we apply the APF as a reference for
the agent’s choice of action, and we measure the difference
between these two actions in an angle. Taking the Q value cor-
responding to each action and the APF value corresponding to
each action shown in Fig.1 as an example, the action vector
selected according to the Q-values is a = [1, 0], the action
vector selected according to the APF values is a′

= [1, −1],
from which the angle ϕ =

π
4 between action a and action a′

can be calculated in Fig.1(c).

action =

{
argmaxa Q(s, a; θ ), if ϕ ≤ δ

argmaxa′ F(s, a), otherwise
(9)

If ϕ is smaller than the threshold, it means that the action a
is consistent with the expectation of the action a′ selected.
Assuming that δ =

π
2 , according to (9), the action at this

time is a; otherwise, it is the action a′. In particular, when
δ = 0, it means that action a needs to be strictly consistent
with action a′; when δ = π , it means that whatever action a
is selected is within the error tolerance with the action a′.
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FIGURE 1. The agent combines APF values and Q-values to select the
action.

According to the action selection, the calculation of the
target value function should be refined accordingly:

Yt =

Rt+1 + γ max
a
Q(st+1, a; θ ), if ϕ ≤ δ

Rt+1 + γQ(st+1,max
a′

F(st , a′); θ ), otherwise

(10)

To further accelerate the training process of the algorithm
in combination with APF, this paper proposes a new neural
network structure, as shown in Fig.2, which is different from
the single output Q-values of the classical DQN.

The first layer of the network is the input layer, which
receives the state information sensed by the agent. Two fully
connected layers follow the input layer for further informa-
tion processing. Unlike the classical DQN, which outputs
Q-values directly at the output layer, we insert a fully con-
nected layer called ‘‘copy layer’’ before the output layer, and
split the output layer into two. One output is a copy of the
‘‘copy layer’’ and the other is the output of the ‘‘copy layer’’
processed by the softmax function softmax(xi) =

exi∑n
j=1 e

xj .

From the perspective of reinforcement learning, the softmax
function enables the mapping from Q-values to strategies
and is therefore often used for agent action selection [74].
Therefore, the output layer of the neural network is the
Q-values, and the action distribution is obtained according to

the Q-values. The loss function is:

L(θt ) = α ∗ Es,a,π [(Yt − Q(st , at ; θt ))2] + β ∗ KL(p, q, θt )
(11)

where, α is the weight of the mean square error loss between
the target value calculated according to the output of the target
network and the target value output by the learning network,
and β is the weight of the Kullback-Leibler(KL) divergence
loss between the ideal action distribution and the actual output
distribution of the learning network. When ϕ ≤ δ, the ideal
action distribution p is obtained by Q-values; otherwise, p is
obtained according to APF values.

In order to make the agent perform a certain degree of
explorationwhile reasonably utilizing the existing knowledge
and solve the problem of exploration-utilization, we design
the ε-greedy ε as a value that changes with the number of
search steps and is affected by the number of successful
searches:

ε(step) = εend +
εstart − εend

e
step
decay

(12)

where εstart is the initial value of ε at the beginning of the
search, εend is the final value of ε whenwewant the algorithm
to run, and step is the total number of search steps from the
first episode of the algorithm to the current episode. When
the agent performs one action, then step = step + 1. When
the agent completes the search task from the start point to the
endpoint, step = alpha∗step, alpha is the parameter to adjust
the step growth amount after the successful search, and decay
is to adjust ε through step delay. We set 0 < alpha < 1 when
we consider that the agent may be under-explored, and we
set alpha > 1 when we consider that the agent does not
need to be explored further. Since our proposed algorithm can
self-adaptively adjust the eplison according to steps and the
completion of the task, we call the algorithm self-adaptive
ε-greedy (SA-ε-greedy). Classical ε-greedy performs a ran-
dom search of the environment with a fixed probability of
eplison. If this fixed value is set large, it will cause many
unnecessary searches after the agent is fully aware of the
environment, and if this value is set small, it will be difficult
for the agent to establish a comprehensive knowledge of the
environment. Therefore, unlike the classical ε-greedy with
fixed eplsion, our SA-ε-greedy algorithm sets ε as the amount
that varies with the number of steps and successful searches.
The SA-ε-greedy enables the agent to adjust the probability
of exploration based on the search to reduce the probability
of unnecessary exploration.

We call the entire algorithm for action selection and updat-
ing the network regarding the APF above APFDQN.

In performing tasks, the UAV usually needs to adjust its
travel direction at certain positions due to obstacle avoidance
or the needs of specific tasks. The point where the tangent
direction of the path changes discontinuously is called the
turning node. In order to reduce the number of turning nodes
in the path and make the path more suitable for the actual
operation of the UAV, we further optimize the path.We divide
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FIGURE 2. Simultaneous output action corresponds to the neural network structure’s Q-values and action distribution.

Algorithm 1 APFDQN
Input: θ , the neural network weights; δ, the action error

allowance threshold; α and β, the loss function weights;
alpha, ε update delay; step, the number of steps per-
formed; p, the current path sequence pbest , the current
best path sequence len(p), the length of p

1: for episode = 1,M do
2: while st !=endpoint do
3: Generate a probability prob with uniform distri-

bution at (0, 1)
4: if prob > ε then
5: at = a random action;
6: else
7: at = an action selected according to (9)
8: end if
9: Ideal action a′

t selected according to (9)
10: Execute action at and observe reward rt and new

state st+1
11: step = step+ 1
12: Store < st , at , rt , st+1, a′

t > into replay memory
13: Set st = st+1
14: Calculate the target value Yt according to (10)
15: Randomly sampling data from replay memory
16: Calculate the loss according to (11)
17: Update θ with gradient descent
18: Update ε according to (12)
19: end while
20: if len(p) < len(pbest) then
21: Set pbest = p
22: end if
23: end for
Output: The path sequence pbest

this optimization process into two parts. The first is to remove
as many points in the path as possible that do not affect
the path connectivity. At this time, there may still be many
turning points in the path, which is unsuitable for the actual
execution of the UAV. Therefore, the second step is to apply
B-Spline to remove these turning points and make the path
smooth and suitable for UAV execution, as well as to make
the path length shorter.

A B-spline approximation algorithm is a powerful tool in
computer-aided curve and surface design [75], [76]. A sim-
ilar algorithm is the Bernstein approximation, which applies
Bézier curves. However, compared to the Bernstein approx-
imation, B-spline provides a generalization of Bézier and
converges faster by introducing more knots and keeping the
degree low. It also has the advantages of simple implementa-
tion and high computational efficiency.

We call the APFDQN after removing redundant points and
adding B-spline optimization as B-APFDQN.

Assuming that the path obtained by APFDQN consists
of n sequence points, starting from the second point of
the sequence and ending at the penultimate point, traverse
the middle n − 2 sequence points, i represents the current
sequence during the traversal process. Index, connect the
(i − 1)th sequence point with the (i + 1)th sequence point.
If this line segment does not intersect with the obstacle,
remove the ith sequence point in the path, and repeat this
process until there are no sequence points to remove, the new
path is smoothed applying the cubic B-spline algorithm.

IV. EXPERIMENT
The experiments approached in this paper all design an n×n
grid environment, the starting point is [0, 0], and the endpoint
is [n, n]. We set that the UAV can only execute in eight
directions, as shown in Fig.3.
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Algorithm 2 B-APFDQN
1: Obtain the path sequence p by APFDQN
2: Set n =the sequence length of p
3: for i=2,n-1 do
4: p′=p removes ith point
5: if p′ does not hit an obstacle then
6: p=p′

7: else
8: p=p
9: end if

10: end for
11: Optimize p with B-spline
Output: The path sequence p

FIGURE 3. Eight optional actions for the agent.

The reward function is designed as

Reward(st ) = beta ∗ (d(st−1) − d(st )) − k (13)

where d(st−1) is the distance between the agent and the target
point at the last moment, d(st ) is the distance between the
agent and the target point at the time t , beta is applied to adjust
the proportion of d(st−1) − d(st ) in the reward, k is a fixed
constant.

We compared APFDQN with classical DQN [51], [52]
in two different 10 × 10 grid environments as shown in
Fig.4, where each cell represents a state, black cells represent
obstacles, green circles represent the start point, and the red
star represents the endpoint. The agent’s task is to move from
the start and reach the end point while avoiding all obstacles.
The neural network structure used to implement APFDQN,
shown in Fig.2, consists of an input layer with 2 neurons, two
fully connected layers with 256 neurons each, a copy layer
with 8 neurons, and an output layer divided into two parts
with 8 neurons each. The α in (11) is 1 and the β is 0.2. The
structure of the neural network used to implement the DQN
is a neural network with an input layer of 2 neurons, two fully
connected layers with 256 neurons each and an output layer
with 8 neurons. The learning rate of both neural networks is

TABLE 1. Table of symbols mentioned in the paper.

FIGURE 4. Two 10 × 10 grid environments, (a) for regular obstacles and
(b) for irregular obstacles.

0.0001, the discount coefficient of future returns is 0.9, and
the batch size of the training data sampled from the replay
memory is 32. Its optional action is shown in Fig.3, and the
reward function is (13), where the coefficient beta is 1 and the
constant k is -1. Fig.4(a) shows the scenario of regular obsta-
cles, and Fig.4(b) shows the scenario of randomly generated
irregular obstacles.

In this paper, we call each action performed by the agent
taking a ‘‘step’’. When the agent completes searching for a
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FIGURE 5. Frequency of agent access states of DQN and APFDQN under scenario I and scenario II. (a) and (b) is the frequency of the state being visited
under scenario I. (c) and (d) is the frequency of the state being visited under scenario II. Where the left is DQN the right is APFDQN.

path from the start point to the end point, we call the agent
completing an ‘‘episode’’. We say the agent has completed a
‘‘training session’’ when the episode reaches the set point.

We conducted 100 training sessions in the two 10×10 grid
environments shown in Fig.4 and set the size of the episode to
100 for each training session. Consider this training session
a failure if the number of steps searched by an agent in an
episode exceeds 4000. We set the allowable error threshold
δ =

π
4 in APFDQN and then statistically compare its success

rate with the classical DQN algorithm over 100 training ses-
sions in two scenarios and the frequency of agents accessing
each state. From Fig.5, the distribution of states visited by the
agent of APFDQN is more concentrated than that of DQN in
Scenarios I and II. For most of the visited states, the agent of
APFDQN access them significantly less frequently than the
agent of DQN. It indicates that APFDQN effectively reduces

the trial-and-error frequency of classical DQNduring training
and enhances the agent’s search efficiency for unfamiliar
environments.

Fig.6 shows the steps and rewards change with episodes for
DQN and APFDQN in scenario I and II in training phase. The
blue curve and the orange dashed line indicate the average of
the cumulative rewards in a single episode and the average
of the cumulative steps in a single episode, respectively.
In the first 20 episodes, the number of steps the APFDQN
agent takes to complete an episode and the range of step
variation are always smaller than that of the classical DQN.
Therefore, from Fig.6, we can conclude that the stability and
convergence speed of the APFDQN agent search process are
better than the classical DQN.

Fig.7 shows the number of successful 100 training ses-
sions between DQN and APFDQN in two different scenarios.
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FIGURE 6. Average of cumulative steps and cumulative rewards for a single episode in 100 training sessions under scenarios I and II. (a)(b) is the
change of steps and rewards with episodes for DQN and APFDQN under scenario I. (c)(d) is the change of steps and rewards with episodes for DQN
and APFDQN under scenario II.

We set the successful threshold to 4000. In a training ses-
sion, when the number of search steps for each episode
is less than 4000, we consider the agent succeeds this
time. Otherwise, it fails. It can be seen that the success
rate of DQN in both scenarios is less than 50%, while
the success rate of APFDQN in both scenarios can almost
reach 100%, which shows that APFDQN has a solid abil-
ity to adapt to different environments. It can cope with
various disturbances in the environment and has strong
robustness.

In order to verify the influence of the allowable error
threshold of the action selected according to the APF val-
ues and the action selected according to the Q-values on
the algorithm, we conducted the tests in the environment
shown in Fig.8, respectively, when setting the allowable error

thresholds δ =
π
4 , δ =

π
2 and δ =

3π
4 , and 20 training

sessions were performed for each different threshold.
It can be seen from Fig.9 that the smaller the value of δ,

the faster and more stable the convergence of the algorithm.
Because the δ represents the similarity requirement between
the action selected based on the Q-values and the action
selected based on the APF values The smaller the value of
delta, the more similar the two actions need to be, which also
means that the action selection is more dependent on the APF,
and the greater the possibility of falling into a local optimum.
Since the experiment is implemented in a grid environment,
and it is stipulated that the agent can only move in a limited
eight directions, the obtained path may have many turning
points. With many turning points, this path does not align
with the actual application of UAVs. Further optimization of
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FIGURE 7. The number of successful searches of DQN and APFDQN under
100 training sessions in two different scenarios.

FIGURE 8. 10×10 grid environment designed to test the allowable error
threshold of different actions.

the obtained path is required. The path obtained by APFDQN
after optimization is shown in Fig.10.

We divide this optimization process into two parts. First,
remove asmany nodes in the path as possible that do not affect
the connectivity of the path, and then apply the cubic B-spline
algorithm to smooth the initially optimized path.

Assume that the path obtained adopting APFDQN consists
of n sequence points. First, start from the second point of
the sequence and traverse the middle n − 2 sequence points
until the penultimate point position, i denotes the index of the
current sequence during the traversal. Connect the (i − 1)st
sequence point with the (i + 1)st sequence point, and if this
line segment does not intersect with the obstacle, remove the
ith sequence point in the path, repeat this process until there
are no sequence points that can be removed from the path, and
then smooth the new path with the cubic B-spline algorithm.
We call the algorithm after this optimization B-APFDQN.

FIGURE 9. Average of cumulative steps and cumulative rewards in a
single episode in 20 training sessions for different allowable error
thresholds.

To further verify the effectiveness of the B-APFDQN
algorithm proposed in this paper, we compare our algo-
rithm with heuristic-based SDPSO [77], probability-based
PQ-RRT* [78], and graph search-based DFPA [79].

As shown in Fig.11 and Fig.12, B-APFDQN has the short-
est path length among all the tested algorithms and the
smoothest trajectory without apparent turning nodes. Next is
APFDQN, this model obtains a slightly longer path length
than the B-APFDQN model and obtains a path with obvious
turning nodes, but the length is still smaller than the other
algorithms.

The PQ-RRT* algorithm can also obtain a path with a
shorter length and fewer turning nodes. However, since the
PQ-RRT* algorithm is an improvement based on the RRT
algorithm, it does not eliminate the randomness of the search
process and the inability to receive feedback from the envi-
ronment and make adjustments, so the obtained paths are
often sub-optimal.
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FIGURE 10. Before and after path optimization.

FIGURE 11. Path comparison of SDPSO, PQ-RRT*, DFPA, APFDQN, and
B-APFDQN.

SDPSO adjusts the update policy of the optimal global
solution in the PSO algorithm by combining the simulated
annealing algorithm, which speeds up the convergence of the
algorithm and achieves good results. However, the algorithm
based on PSO is prone to fall into the local optimum. The
upper limit that can be obtained by optimizing the path
depends on the quality of the initial particles we can provide.
If the particles we provide have the potential to be optimized
to the global optimum, it is easier for the optimized path to
converge to the global optimum.

Finally, DFPA can also achieve good results. The DFPA
algorithm applies Delaunay triangulation to construct the
Voronoi diagram corresponding to the environment according
to the obstacles, starting points, and ending points. When
applying the A-STAR algorithm, the Voronoi diagram nodes
are preferentially selected. After the path is obtained, the path
is optimized by inserting Steiner points between the nodes.

FIGURE 12. Path length comparison of B-APFDQN, APFDQN, SDPSO,
DFPA, and PQ-RRT*.

The Voronoi diagram can provide certain global environment
information for the A-STAR algorithm during the search
process and reduce the possibility of the A-STAR algorithm
misestimating the future environment during the search pro-
cess. However, the introduction of Voronoi can only partially
solve this problem. During the STAR search process, it is
still possible to miss the optimal global solution because the
current optimal solution is selected.

In summary, the B-APFDQN algorithm has a faster con-
vergence rate than the classical DQN algorithm, and we
can control the degree of dependence on the potential field
method when selecting an action by adjusting the threshold of
the allowable action angle error, which significantly reduces
the trial-and-error frequency of the agent in the early stages
of training. The agent will obtain positive feedback from the
environment in the continuous interaction with the environ-
ment to update its cognition of the environment, so the proba-
bility of falling into the local optimum is minuscule. The path
obtained after convergence removes the redundant nodes and
conducts the cubic B-spline processing. Experiments show
that the path output by B-APFDQN has almost no prominent
turning nodes, and the trajectory is smooth. The path length is
more than 5% shorter than that obtained by other algorithms,
which meets the needs of UAVs in practical applications.

V. CONCLUSION
This paper proposed a path planning model B-APFDQN
based on DQN and APF algorithm. The algorithm takes
APF as the agent’s prior knowledge in selecting actions.
An error allowance threshold is set between the actions
selected according to the Q-values and those selected accord-
ing to the APF values. The proposed SA-ε-greedy algorithm
that varies with the number of search steps and search suc-
cesses is adopted to ensure that the agent can fully explore the
environment and avoid the search from falling into local opti-
mum. A neural network that outputs both action distribution
and Q-values is also applied instead of the traditional DQN
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that only outputs Q-values to accelerate training in com-
bination with APF. For the obtained paths, we remove the
redundant nodes and apply the B-spline algorithm to make
the paths shorter and smoother.

The simulation experiments in the grid environment show
that the proposed B-APFDQN algorithm can effectively
reduce the trial-and-error frequency of the agent in the
early training stage and can effectively avoid the agent from
falling into local optimum.The experiments also verify that
B-APFDQN has a faster convergence speed than the classi-
cal DQN algorithm. A smooth path with no obvious turn-
ing points can be obtained finally. However, there are still
some things that could be improved in this study. Firstly,
B-APFDQN needs to grid the target space, which can compli-
cate the problem of planning paths. Secondly, when the task
space is complex, the policy obtained by the APF algorithm
could be more reasonable and may produce misguidance to
the agent. In the future, we need to improve B-APFDQN
further so that it can take effect in the continuous space
directly and adjust the algorithm for guiding the agent to
reduce the impact on the agent due to the error of the guidance
algorithm.
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