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Abstract—Tomographic synthetic aperture radar (TomoSAR)
is an advanced SAR interferometric technique to retrieve 3-
D spatial information. However, the standard deviation in
the reconstructed elevation could be high due to the noise
in the interferometric phases, which makes the denoising fil-
ter crucial before tomographic reconstruction. In this arti-
cle, we propose an unsupervised multichannel SAR interfer-
ometric phase denoising method based on the convolution
neural network. It utilizes the weighted least-squares (WLS)
regularization combining with the covariance of multichannel
interferometric phases to minimize the standard deviation of phase
noise, which leads to the accurate and complete TomoSAR recon-
struction. This network is trained by real SAR images and the
results of both simulated and real observations verify the effec-
tiveness of our proposed method.

Index Terms—Convolution neural network (CNN),
interfeometric phase, SAR, tomographic synthetic aperture
radar (TomoSAR).

I. INTRODUCTION

TOMOSAR is an essential technique for retrieving spatial
information from multibaseline interferometric SAR im-

ages acquired with different view angles, which have been inten-
sively developed in the past two decades and shows promising
results [1], [2], [3], [4]. The elevation information is contained in
the interferometric phases, thus the quality of interferograms is
critical to tomographic reconstruction along the elevation direc-
tion. However, SAR images are often corrupted by speckle [5]
and system thermal noise, which could induce the noise in
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interferometric phases [6], [7] and further leads to higher stan-
dard deviation in the elevation estimated with tomographic
focusing methods [8].

Great efforts have been put into interferometric phase de-
noising and plenty of filters have appeared [9]. The interfero-
metric phase is traditionally estimated by an operation called
multilooking [10] consisting in averaging pixels in the range
and/or azimuth directions. Considering that the multilook filter
reduces the size of the image, this operation cannot be per-
formed on a large number of pixels. Since then, famous filters,
such as Lee [11], [12], maximum-likelihood method [13], have
been deployed in the spatial domain. Meanwhile, filters in the
frequency domain [14], [15] and in the wavelet domain [16],
[17] has also been widely developed, possessing the superior
quality of enhancing the phase signatures to be more separable
from the noise. However, these methods have not overcome
the neighbor-connection limitation. The concept of nonlocal
filtering [18], [19] has been migrated to deal with the phase noise
in interferograms [20]. The weights are defined from intensity
and interferometric phase, and are iteratively refined based both
on the similarity between noisy patches and on the similarity of
patches from the previous estimate.

The multichannel interferometric phases could carry much
more information [21], [22], [23]. For example, TomoSAR ex-
ploits a set of interferometric phases to recover the elevation pro-
file inside the pixel. These multichannel interferometric phases
are of high interest for a wide range of applications for Earth
observation. Therefore, the filtering methods are migrated to
deal with multiple interferograms from tomographic data, such
as the multilook filtering [24] and the nonlocal filtering [25],
[26], [27] using the multidimensional probability density dis-
tribution (PDF) or the covariance matrix to achieve the better
denoising performance.

Recent advances in deep learning have revolutionized the
approaches to SAR processing tasks [28], [29]. The methods
in [30], [31] combine convolutional neural networks (CNNs)
together with the concept of residual learning for the joint
estimation of the interferometric phase and coherence.In [32],
the CNN with a multiobjective cost function is used for the task
of SAR despeckling. In [33], the deep CNN learns the self-
similarity function of real interferometric phase from the input
interferogram to achieve the purpose of interferometric phase
denoising. However, ground-truth datasets are required to train
these network and the output of a well-trained network could
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be close to the ground truth. Nevertheless, there is no noise-free
SAR dataset as ground truth in practice. A large number of opti-
cal and simulated datasets are used for the training process [34].
However, these reference datasets are quite different from
real ones in the imaging mechanism, gray-level distribution,
operational wavelength, etc., which results in a greatly reduced
reliability of the network. In [35], the proposed network uses the
noisy dataset as a reference in the training process. This method
is built on the basic principle that the expectation of the noisy
reference is theoretically equal to the clean signal. In [36], [37],
the unsupervised filters based on CNN generative model have
been proposed for single-channel interferometric phase filtering.

Clearly, these networks have been developed for the sin-
gle interferogram denoising task and the deep learning-based
approaches for multichannel interferometric phases denoising
are understudied. Considering the application of multichan-
nel interferometric phases in TomoSAR, we propose an un-
supervised multichannel SAR interferometric phase denoising
method (MS-IPDM) based on CNN in this article. The network
is trained to learn the multichannel denoised interferometric
phases based on the WLS regularization. Covariance matrix of
multichannel interferometric phases is applied to minimize the
standard deviation of multichannel interferometric phase noise.
Based on the unsupervised training, real acquisitions are fed
into the network for the training process. And, the results of
simulated and real SAR images ensure the effectiveness of the
proposed method.

II. INTERFEROMETRIC PHASE MODEL

For the SAR acquisition, the focused complex-valued mea-
surement gm of an azimuth–range pixel (x0, r0) for the mth
acquisition at aperture position bm is the tomographic projection
of the reflected signal along the elevation direction. Considering
the TomoSAR imaging model, we can obtain the reflectivity
function γγγ(s) along elevation s with an extent of Δs, regardless
of the deformation term for simplicity

gm =

∫
Δs

γ(s)exp(−j2πξms)ds (1)

where, the spatial frequency ξm = −2bm/λr is proportional to
the respective aperture position bm(m = 1, 2, . . .M). λ is the
wavelength of radar signals, and r denotes the range between
radar and the observed object, respectively. After the proper
phase calibration, the interferometric phase can be expressed as
a function of the elevation information and TomoSAR uses the
multichannel interferometric phases to obtain the tomographic
reconstruction along elevation direction, which is shown in
Fig. 1.

However, the phase noise degrades the quality of interfero-
grams severely and leads to errors in the heights estimated with
tomographic focusing methods. The multichannel interferomet-
ric phase has been completely characterized in the real domain,
leading to the following model [11], [38]:

ϕϕϕ = φφφ+ εεε (2)

where, theϕϕϕ is the measured multichannel interferometric phase
and the φφφ is the ideal interferometric phase without noise,

Fig. 1. Principle of TomoSAR.

ϕϕϕ,φφφ ∈ R
(M−1)×1. The multichannel interferometric phases are

calculated based on the common reference master SAR image.
εεε denotes the zero-mean phase noise, whose standard deviation
reflects the noise level. According to the principle of TomoSAR
imaging, the standard deviation of interferometric phase noise
could definitely lead to a higher standard deviation of tomo-
graphic reconstruction. And the original phase φφφ and the phase
noise εεε are assumed to be independent of each other.

III. PROPOSED FILTERING METHOD

A. MS-IPDM Network

The idea of applying deep learning to image processing
originated from [39], where the network uses a residual learning
strategy to subtract the noisy component. Note that this architec-
ture of network handles the additive-form noise well [39], [40],
[41], thus we propose the MS-IPDM to filter the interferometric
phase noise based on this network. Fig. 2 shows the architecture
of the network.

The residual learning strategy is designed for speeding up
the training process and improve denoising performance. In
our interferometric phase filtering, we apply the similar idea
by creating identity shortcuts for predicting the noise of multi-
channel interferometric phases. Instead of directly outputting the
estimated clean components, the proposed CNN-based method
is trained to predict noise. Therefore, the model implicitly filters
the latent clean interferometric phases with hidden operations
within the network.

The inputs of the network are 128× 128 phase patches, gener-
ated by multichannel interferometric phase patches of SAR raw
data and the output are the corresponding multichannel filtered
interferometric phase patches. There are (M − 1) number of
channels in the input and output layers, i.e., M = 2 when the
proposed method deals with the single-channel interferometric
phase. The dimension of output and input must be equal, which
is achieved by the 3 × 3 convolutions with a stride of 1.
The network removes the pooling layers and combines batch
normalization (BN) for fast training and better denoising [42].
It sets the depth of the network according to the patch size used
in the algorithms [39]. Each layer uses the filters of size 3 ×
3 × 64, extracting 64 feature maps, except the first and last
layers. The network is oriented to the denoising of multichannel
interferometric phases. The configurations of the network are
listed in Table I.
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Fig. 2. Architecture of the network.

TABLE I
NETWORK CONFIGURATIONS

Fig. 3. WLS-based regularization applied in the loss criterion.

B. Loss Criterion Applied in MS-IPDM

To suppress the interferometric phase noise, we need to
minimize the standard deviation of multichannel interferometric
phase noise. Taking account of the model of measured interfer-
ometric phase ϕϕϕ in (2), we define the loss function based on the
WLS regularization without considering the ground truth, i.e.,
the clean version of corresponding multichannel interferometric
phases φφφ. Specifically

£(ϕϕϕ, φ̂φφ) = ‖ϕϕϕ− φ̂φφ‖2Ψ = (ϕϕϕ− φ̂φφ)+WWWΨ(ϕϕϕ− φ̂φφ) (3)

where, φ̂φφ denotes the output multichannel interferometric phases
of the network.WWWΨ is the weighting matrix, which is defined by
the inverse of the covarianceCCC of the multichannel interferomet-
ric phases, i.e., WWWΨ = CCC−1. The covariance can be expressed
as follows:

CCC = diag[σσσ2
1,σσσ

2
2, . . .,σσσ

2
M−1] (4)

where, σσσ2
i , i = 1, 2, . . .,M − 1 is defined by correlation coeffi-

cient in [43], σσσ2
i = (1− |ρρρi|2)/2L|ρρρi|2, where L is the number

of looks and ρρρi denotes the corresponding complex coefficient.
The loss function is illustrated in Fig. 3. It is not hard to see that
σσσ2
i is inversely proportional to the coherence, thus the weighting

matrix of this term is proportional to the correlation coefficient.
Based on the loss criterion, the output would fit the input to a

greater degree in the regions with high coherence, and less well
in the regions with poor coherence. By setting the WLS-based
loss function, the standard deviation of multichannel interfero-
metric phase noise could be minimized, which means that the
zero-mean noise could be effectively suppressed.

During the training process, the parameters of the network
could be optimized in order to minimize the loss function. Thus,
the output of the network would have the low standard deviation
of multichannel interferometric phase noise. Meanwhile, there
is no need for ground truth in the training process according
to the loss function (3), as we can learn from the input data
itself, without requiring its clean version as the training dataset.
Therefore, our network is completely unsupervised and can
be trained directly on real SAR data, which are of supreme
importance to the development of deep learning in the SAR
image field. The framework of the proposed CNN method is
provided in Fig. 4.

IV. EXPERIMENTS

A. Experimental Settings and Data Description

In our experiments, we use the Aerospace Information Re-
search Institute, Chinese Academy of Sciences array data ac-
quired on the city of YunCheng in Shanxi province, as the
dataset. All the input interferometric phases for training, which
are of the image size of 3100 × 1220, are formed with the first
track as a common reference. To ensure the generalization ability
of the network and to ease the computational burden, the input
is divided into patches of 128 × 128 pixels, with a stride of 64.
This dataset has 34 225 image patches, including 24 260 patches
for training and the remaining for test. The proposed model is
implemented in the PyTorch package and run on an NVIDIA
2060Ti GPU with a 6 GB RAM.

Meanwhile, the number of channels in the input layer and
output layer is set to be 7 based on the training dataset for
simplicity. And the network is trained for 100 epochs using the
Adam optimizer, with a learning rate set as 0.001. A batch size of
24 is used in all experiments. In this section, we describe the test
experiments conducted on the simulated and real SAR datasets
to reveal the denoising performance of the proposed MS-IPDM.

B. Simulated Data

In this section, we simulate a simple building scene com-
posed of planar facets representing the ground, wall, and roof.



LI et al.: UNSUPERVISED CNN-BASED MULTICHANNEL INTERFEROMETRIC PHASE DENOISING METHOD APPLIED TO TOMOSAR IMAGING 3787

Fig. 4. Framework of the proposed MS-IPDM based on CNN. The process of amplitude is not discussed in detail here.

Fig. 5. Simulated scene. (a) 3-D scene generated by tiling rectangular facets
of different footprints and orientations. (b) Corresponding normalized intensity
of one image with the description of the different areas.

The framework of simulation is shown in Fig. 6. Taking into
account the number of channels in the input layer of the net-
work, we assume 15-track complex SAR images to verify the
generalization of the proposed method, which has a different
elevation resolution from that of the training data. The number
of interferometric phases of the simulated data is twice that of
the actual data, which are divided into two groups and fed into
the network sequentially. The difference in the number of input
channels leads to the different elevation resolution to validate
the effectiveness of the proposed network. The building roof is
50 m in the height direction. Fig. 5 shows the simulated scene
and the corresponding intensity of an image in the stack. There
are three areas in the intensity image.

To demonstrate the suppression performance of interfero-
metric phase noise, we simulate the SAR images with 0.6 rad

Fig. 6. Framework of simulation.

Fig. 7. Simulated data without filtering. (a) Interferometric phase. (b) Statis-
tical answer on the unfiltered interferometric phases.

standard deviation in the multichannel interferometric phases.
Due to phase noise, the single-look (unfiltered) interferomet-
ric phase has a high standard deviation of the multichannel
interferometric phase noise, which can be seen in Fig. 7. The
ground truth, the mean, and an interval of standard deviation
are represented on the graphics for the three estimated com-
ponents. Fig. 8 presents the example of the multilook (5 ×
5) interferogram, the nonlocal filtered interferogram [20], the
CNN-IPDM (interferometric phase denoising method based
on CNN-InSAR [37]), the Gen-IPDM (interferometric phase
denoising method based on GenInSAR [36]), the adapted SS-
IPDM (single-channel interferometric phase denoising method),
and the proposed MS-IPDM filtered interferograms.



3788 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

Fig. 8. Interferograms of the simulated data after different filters. (a) Mul-
tilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM. (f) MS-
IPDM. SS-IPDM is introduced by changing the number of channels in the input
layer to be single.

The multilook filter averages 5 × 5 pixels in the range and
azimuth directions. The nonlocal filter performing a weighted
averaging of similar pixels [20] based on the multichannel
statistical model of interferometric phases. The CNN-IPDM is
a supervised interferometric phase denoising method adapted
from CNN-InSAR [37]. The training dataset is simulated fol-
lowing the original paper. The Gen-IPDM is an unsupervised
interferometric phase denoising method adapted from GenIn-
SAR [36]. The SS-IPDM is a method achieved by changing
the number of channels to be single in the input layer, and the
MS-IPDM is the proposed multichannel interferometric phase
denoising method.

Fig. 9 shows the statistical answer of different filters on
the samples from 5 to 35 m along the azimuth direction. The
statistics have been measured on one of the denoised interfero-
metric phases. We find that SS-IPDM can reduce the standard
deviation of interferometric phase noise partly but it represents a
bias sometimes, which is similar to the performances of single-
channel CNN-IPDM and Gen-IPDM. Meanwhile, nonlocal filter
is unbiased with a lower standard deviation, which considers the
joint PDF of multichannel interferometric phase noise. And the
proposed MS-IPDM can do better, which uses the covariance of
multichannel interferometric phase to suppress the noise.

Fig. 9. Statistical answers on the different filtered interferometric phases.
(a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM.
(f) MS-IPDM.

Fig. 10. 3-D reconstruction of unfiltered SAR images.

Table II shows the filtering performances of the interfero-
metric phases for the adoptive methods. RMSEp

wa denotes the
root-mean-square error of the restored interferometric phases on
the whole area, and PCEp

wa[36] describes the phase cosine error
of the restored interferometric phases on the whole area. It can
be noticed that nonlocal filter and MS-IPDM have small phase
errors, which is consistent with the statistical answers on the
different filtered interferometric phases in Fig. 8.

Figs. 10 and 11 show the 3-D reconstruction of unfiltered
and different filtered data, obtained with the iterative shrinkage
and thresholding algorithm [44]. Clearly, the 3-D reconstruction
of the single-look interferogram is extremely noisy. Filtering
allows to strongly mitigate this effect. It is noted that the results
obtained from the adoptive methods are able to preserve the
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TABLE II
FILTERING PERFORMANCES OF THE SIMULATED INTERFEROMETRIC PHASES FOR THE ADOPTIVE METHODS

Fig. 11. 3-D reconstruction of different filtered SAR images. (a) Multilook.
(b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM. (f) MS-IPDM.

Fig. 12. Normalized true elevation α of simulated wall and ground (solid
lines), as well as the CRLB (dashed lines) of normalized elevation estimates,
both w.r.t. normalized true elevation distance α. (a) Ground truth. (b) Result
of unfiltered data. Each dot depicts mean value of all estimates, with error bar
indicating its standard deviation.

Fig. 13. Normalized true elevation α of reconstructed wall and ground (solid
lines), as well as the CRLB (dashed lines) of normalized elevation estimates,
both w.r.t. normalized true elevation distance α. (a) Multilook. (b) Nonlocal.
(c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM. (f) MS-IPDM.

structure of the scene while removing noise on the reconstructed
reflectivity profile. However, the better restoration of interfero-
metric phases leads to the better tomographic reconstruction.
As expected, the nonlocal filter suppresses the outliers well and
MS-IPDM achieves a more accurate and complete result.

The standard deviation of interferometric phases could def-
initely result in the standard deviation of reconstructed tomo-
graphic elevation. To show the filtering performance, we ana-
lyze the Cramér-Rao lower bounds (CRLB) for the estimated
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TABLE III
PERFORMANCE OF 3-D RECONSTRUCTION OF SIMULATED DATA FOR THE ADOPTIVE METHODS

Fig. 14. Number of detected scatterers for the 3-D reconstruction based on
different filters.

Fig. 15. Accuracy versus completeness for the 3-D reconstruction based on
different filters.

elevation of two scatterers in the wall layover area. The true
elevation of simulated wall and ground is shown as two solid
line segments w.r.t. their normalized elevation distance α in
Fig. 12(a), respectively. It is noted thatα is the elevation distance
between two scatterers normalized w.r.t. the Rayleigh resolution
unit. And, the dashed lines mark true elevation±1× CRLB with
the simulated interferomgrams.

As shown in Figs. 12(b) and 13, the elevation estimates α̂ of
wall and ground are plotted w.r.t. their normalized true elevation
difference α. Each dot depicts mean value of all estimates, with
error bar indicating its standard deviation. Regardless of the
superresolution properties of the tomographic focusing method,
we find that the tomographic reconstruction of single-look
interferometric phases has a higher standard deviation. After

Fig. 16. Experimental area with three buildings to be reconstructed. (a) Optical
image (Copyright Google). (b) Intensity map.

the adoptive filters, the deviation has been suppressed partly,
especially with the proposed MS-IPDM.

To provide a quantitative analysis, a comparison of the ob-
tained results with ground truth is also performed based on
different metrics in Table III. MAEh

ga denotes the mean ab-
solute error of reconstructed height properties in the ground
area, STDh

ga describes the standard deviation of reconstructed
height properties in the ground area, and RMSEh

ga describes
the root-mean-square error of the reconstructed height prop-
erties in ground area. MAEh

rl represents the mean absolute
error of the reconstructed height properties in roof layover area,
STDh

rl denotes the standard deviation of the reconstructed height
properties in roof layover area, and RMSEh

rl describes the root-
mean-square error of the reconstructed height properties in roof
layover area. It can be noticed that MS-IPDM reduces deviation
well while keeping the lower errors, which means that there are
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Fig. 17. Real data containing building 1 and building 2 without filtering.
(a) Interferometric phase. (b) 3-D points cloud. (c) Range–height plane of
building 1 reconstruction with the height of 25 m. (d) Range–height plane of
building 2 reconstruction with the height of 24 m.

Fig. 18. Interferograms of the real data containing building 1 and building
2 after different filters. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-
IPDM. (e) SS-IPDM. (f) MS-IPDM. The red rectangles are the examples of the
effect in denoising and detail-preserving, which represent the regular shapes of
the building.

Fig. 19. 3-D points cloud of the area containing building 1 and building 2 based
on different filtered interferograms. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM.
(d) Gen-IPDM. (e) SS-IPDM. (f) MS-IPDM.

fewer noisy points in the 3-D reconstruction of the proposed
method. In this case, the tomographic reconstruction could be
precise and accurate.

Meanwhile, we also showed the number of detected scat-
terers to analyzed the missing points in Fig. 14. Note that
the reconstruction after nonlocal filter has impressive detection
capability, i.e., many of the scatterers in the ground area are
detected. However, the performance of detection in the wall
layover decreases accordingly. In contrast, reconstruction after
the proposed MS-IPDM has the better detection, especially in the
wall layover area, indicating that the missing points are reduced
effectively.

Taking into account the outliers and missing points in the
3-D reconstruction, we plotted the curves of accuracy as a
function of completeness [45] in Fig. 15. The lower values
represent the improved performance. It can be seen that the
proposed MS-IPDM leads to a better tradeoff between accuracy
and completeness, which is consistent with the suppression of
noisy and missing points in the tomographic reconstruction.

C. Real Data

Furthermore, we present the 3-D reconstruction results on
the three buildings of experimental array data, which are not
existent in the training dataset. The radar system operates at
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Fig. 20. Range–height plane of the 3-D reconstruction results of the building
1. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM.
(f) MS-IPDM. Here we assume that the ground truth of the building 1 could be
fitted with a vertical line at the range–height plane.

15 GHz and has eight channels in the cross-track direction. The
distance between the adjacent channels is 0.8 m. The height of
the radar platform is 972 m and the local incidence angle is
30◦. The corresponding intensity maps of the areas are shown in
Fig. 16. As we know, the height of building 1 is 25 m, the height
of building 2 is 24 m, and the height of building 3 is 50 m.

Fig. 17 shows the unfiltered interferometric phases of build-
ing 1 and building 2, corresponding 3-D reconstruction and
range–height planes of the two buildings. Here we assume that
the ground truth of the buildings could be fitted with vertical
lines at the range–height plane, whose height is known. It can
be seen that there is much phase noise in the interferometric
phase. Correspondingly, noisy and missing points appear in the
3-D reconstruction, which are obvious in the range–height plane
of the reconstruction.

Fig. 18 shows the different filtered interferometric phases of
building 1 and building 2. We find that the proposed MS-IPDM
leads to less phase noise in the interferogram and could not
be oversmoothing like the multilook filter. For example, the
noise is depressed effectively and the details of the building

Fig. 21. Range–height plane of the 3-D reconstruction results of the building
2. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM.
(f) MS-IPDM. Here we assume that the ground truth of the building 2 could be
fitted with a vertical line at the range–height plane.

are preserved well. As seen in the red rectangles, they denote
the regular shapes of the building. The 3-D reconstructed results
are presented in Fig. 19. It can be observed that the buildings are
well reconstructed and fewer noisy points make the visual inter-
pretation easy. Meanwhile, fewer points are missing, leading to
relatively complete walls. The range–height planes of the 3-D
reconstruction results of building 1 and building 2 are reported
in Figs. 20 and 21.

On the one hand, most of the noisy points can be removed
by the filtering methods, as shown in the red ellipses marked.
Visual inspection shows that there are fewer noisy points around
the buildings based on the interferograms after the proposed
filter, which is especially evident in the reconstructed results
of the building 1. On the other hand, the empty walls of the
buildings marked by the blue rectangles can be filled by the
applied filtering methods, which is evident in the reconstructed
results of the building 2. In summary, the nonlocal filter leads
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Fig. 22. Real data containing the building 3 without filtering. (a) Interfero-
metric phase. (b) 3-D reconstruction. (c) Range–height plane of building 3 with
the height of 50 m.

Fig. 23. Interferograms of the real data containing the building 3 after dif-
ferent filters. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e)
SS-IPDM. (f) MS-IPDM. The red rectangles are the examples of the effect in
denoising and detail-preserving, which represent the areas around the building
roof.

Fig. 24. 3-D points cloud of the building 3 in Fig. 23 based on different filtered
interferograms. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM.
(e) SS-IPDM. (f) MS-IPDM.

to visually comparable results whereas MS-IPDM results in a
lower amount of noisy points and more complete buildings.

Similarly, the unfiltered interferometric phase and 3-D recon-
structed result of building 3 are represented in Fig. 22. And,
the filtered interferometric phases and 3-D reconstructed results
of building 3 are shown in Figs. 23 and 24. The red rectangles
are the examples of the effect in denoising and detail-preserving,
which represent the areas around the building roof. It is noted that
the nonlocal filter handles the noisy points and missing points
well, compared with other filters. Particularly, the building is
better-reconstructed thanks to the proposed filter. Range–height
plane results of the 3-D reconstruction in Fig. 25 show that there
are fewer noisy points around the building and the missing points
of the wall are filled by the MS-IPDM.

Numerical evaluation of experimental results is difficult due
to the lack of reference data. To measure the filtering per-
formance on the 3-D reconstruction, we use the MAEh

b and
STDh

b to evaluate the obtained height of different buildings, as
shown in Table IV. According to the quantitative analysis, the
proposed MS-IPDM keeps a lower standard deviation than the
nonlocal filter, which is consistent with the simulation analysis.
Combining with the small absolute error, we can conclude that
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TABLE IV
PERFORMANCE OF 3-D RECONSTRUCTION OF REAL DATA FOR THE ADOPTIVE METHODS

Fig. 25. Range–height plane of the 3-D reconstruction results of the building
3. (a) Multilook. (b) Nonlocal. (c) CNN-IPDM. (d) Gen-IPDM. (e) SS-IPDM.
(f) MS-IPDM. Here we assume that the ground truth of the building 3 could be
fitted with a vertical line at the range–height plane.

MS-IPDM improves the accuracy and precision of the tomo-
graphic reconstruction.

For the analysis of detection, we plotted the statistics of the
number of detected scatterers in Figs. 26–28. In the area around

Fig. 26. Number of detected scatterers for the 3-D reconstruction of building
1 based on different filters.

Fig. 27. Number of detected scatterers for the 3-D reconstruction of building
2 based on different filters.

Fig. 28. Number of detected scatterers for the 3-D reconstruction of building
3 based on different filters.
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ground, there are fewer noisy points in MS-IPDM thus the num-
ber of scatterers should be small. Meanwhile, the reconstruction
of wall is dense, thus the number of detected scatterers grows
faster than other methods, which indicates the improvement in
completeness.

V. CONCLUSION

In this article, we have shown that the interferometric phase
noise has a bad effect on the 3-D reconstruction of TomoSAR,
resulting in the higher standard deviation of tomographic eleva-
tion. Consequently, we have proposed an unsupervised multi-
channel interferometric phase denoising method for TomoSAR
based on CNN, which utilizes WLS regularization combining
the covariance matrix of multichannel interferometric phases to
minimize the standard deviation of phase noise. The network has
been trained by real SAR images and tested by the simulated and
real data.

We have simulated a simple scene containing different layover
areas to evaluate the influence of the proposed filter gener-
ally. Considering the filtered interferograms and the quality of
reconstructed 3-D points cloud, we have presented numerical
results for nonfiltered and different filtered data. As expected,
the proposed method could suppress the standard deviation of
interferometric phases effectively and keep a low error, there-
fore the precision and accuracy of the reconstruction could be
improved by suppressing the noisy points. Meanwhile, we found
that MS-IPDM could reduce the missing points of the 3-D points
cloud, thus lead to the better detection and completeness.

Furthermore, we have chosen three buildings of the real data,
which were not existent in the training dataset. According to
the corresponding results, noisy and missing points have been
suppressed effectively. Based on the known heights of build-
ings, we found that the standard deviation of the reconstructed
heights could be lower, while keeping the small absolute error.
Meanwhile, the statistics of reconstructed scatterers have proved
the improvement of detection, which were in line with the
simulation evaluation.

REFERENCES

[1] A. Budillon, A. Evangelista, and G. Schirinzi, “Three-dimensional SAR
focusing from multipass signals using compressive sampling,” IEEE
Trans. Geosci. Remote Sens., vol. 49, no. 1, pp. 488–499, Jan. 2011.

[2] A. Reigber and A. Moreira, “First demonstration of airborne SAR to-
mography using multibaseline L-band data,” IEEE Trans. Geosci. Remote
Sens., vol. 38, no. 5, pp. 2142–2152, Sep. 2000.

[3] M. Schmitt and X. X. Zhu, “Demonstration of single-pass millimeterwave
SAR tomography for forest volumes,” IEEE Geosci. Remote Sens. Lett.,
vol. 13, no. 2, pp. 202–206, Feb. 2016.

[4] C. Rambour, A. Budillon, A. C. Johnsy, L. Denis, F. Tupin, and G. Schir-
inzi, “From interferometric to tomographic SAR: A review of synthetic
aperture radar tomography-processing techniques for scatterer unmixing
in urban areas,” IEEE Geosci. Remote Sens. Mag., vol. 8, no. 2, pp. 6–29,
Jun. 2020.

[5] J. W. Goodman, “Some fundamental properties of speckle,” J. Opt. Soc.
Amer., vol. 66, no. 11, pp. 1145–1150, 1976.

[6] H. A. Zebker et al., “Decorrelation in interferometric radar echoes,” IEEE
Trans. Geosci. Remote Sens., vol. 30, no. 5, pp. 950–959, Sep. 1992.

[7] R. Bamler and P. Hartl, “Synthetic aperture radar interferometry,” Inverse
Problems, vol. 14, no. 4, pp. R1–R54, 1998.

[8] L. Denis, F. Tupin, J. Darbon, and M. Sigelle, “Joint regularization of phase
and amplitude of InSAR data: Application to 3-D reconstruction,” IEEE
Trans. Geosci. Remote Sens., vol. 47, no. 11, pp. 3774–3785, Nov. 2009.

[9] G. Xu, Y. Gao, J. Li, and M. Xing, “InSAR phase denoising: A review of
current technologies and future directions,” IEEE Geosci. Remote Sens.
Mag., vol. 8, no. 2, pp. 64–82, Jun. 2020.

[10] J. Lee, K. W. Hoppel, S. A. Mango, and A. R. Miller, “Intensity and
phase statistics of multilook polarimetric and interferometric SAR im-
agery,” IEEE Trans. Geosci. Remote Sens., vol. 32, no. 5, pp. 1017–1028,
Sep. 1994.

[11] J. Lee, K. P. Papathanassiou, T. L. Ainsworth, M. R. Grunes, and A.
Reigber, “A new technique for noise filtering of SAR interferometric phase
images,” IEEE Trans. Geosci. Remote Sens., vol. 36, no. 5, pp. 1456–1465,
Sep. 1998.

[12] C. Chao, K. Chen, and J. Lee, “Refined filtering of interferometric phase
from InSAR data,” IEEE Trans. Geosci. Remote Sens., vol. 51, no. 12,
pp. 5315–5323, Dec. 2013.

[13] E. Trouvé, M. Caramma, and H. Maître, “Fringe detection in noisy complex
interferograms,” Appl. Opt., vol. 35, no. 20, pp. 3799–3806, 1996.

[14] R. M. Goldstein and C. L. Werner, “Radar interferogram filtering
for geophysical applications,” Geophysical Res. Lett., vol. 25, no. 21,
pp. 4035–4038, 1998.

[15] M. Jiang et al., “The improvement for Baran phase filter derived from
unbiased InSAR coherence,” IEEE J. Sel. Topics Appl. Earth Observ.
Remote Sens., vol. 7, no. 7, pp. 3002–3010, Jul. 2014.

[16] C. Lopez Martinez and X. Fabregas, “Modeling and reduction of SAR
interferometric phase noise in the wavelet domain,” IEEE Trans. Geosci.
Remote Sens., vol. 40, no. 12, pp. 2553–2566, Dec. 2002.

[17] Y. Bian and B. Mercer, “Interferometric SAR phase filtering in the wavelet
domain using simultaneous detection and estimation,” IEEE Trans. Geosci.
Remote Sens., vol. 49, no. 4, pp. 1396–1416, Apr. 2011.

[18] C. A. Deledalle, L. Denis, and F. Tupin, “Iterative weighted maximum
likelihood denoising with probabilistic patch-based weights,” IEEE Trans.
Image Process., vol. 18, no. 12, pp. 2661–2672, Dec. 2009.

[19] X. Yang and D. A. Clausi, “Structure-preserving speckle reduction of SAR
images using nonlocal means filters,” in Proc. IEEE 16th Int. Conf. Image
Process., Cairo, Egypt, 2009, pp. 2985–2988.

[20] C. A. Deledalle, L. Denis, and F. Tupin, “NL-InSAR: Nonlocal inter-
ferogram estimation,” IEEE Trans. Geosci. Remote Sens., vol. 49, no. 4,
pp. 1441–1452, Apr. 2011.

[21] C. A. Deledalle, L. Denis, S. Tabti, and F. Tupin, “MuLoG, or how to
apply Gaussian denoisers to multi-channel SAR speckle reduction?,” IEEE
Trans. Image Process., vol. 26, no. 9, pp. 4389–4403, Sep. 2017.

[22] T. Pan, D. Peng, W. Yang, and H. Li, “A filter for SAR image despeckling
using pre-trained convolutional neural network model,” Remote Sens.,
vol. 11, no. 20, 2019, Art. no. 2379.

[23] A. G. Mullissa, C. Persello, and J. Reiche, “Despeckling polarimetric SAR
data using a multistream complex-valued fully convolutional network,”
IEEE Geosci. Remote Sens. Lett., vol. 19, pp. 1–5, Mar. 2021.

[24] Y. Huang, L. Ferro Famil, and A. Reigber, “Under-foliage object imaging
using SAR tomography and polarimetric spectral estimators,” IEEE Trans.
Geosci. Remote Sens., vol. 50, no. 6, pp. 2213–2225, Jun. 2012.

[25] Y. Shi, X. Zhu, and R. Bamler, “Nonlocal compressive sensing-based
SAR tomography,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 5,
pp. 3015–3024, May 2019.

[26] H. Aghababaee, G. Ferraioli, G. Schirinzi, and M. R. Sahebi, “The role of
nonlocal estimation in SAR tomographic imaging of volumetric media,”
IEEE Geosci. Remote Sens. Lett., vol. 15, no. 5, pp. 729–733, May 2018.

[27] O. D’Hondt, C. López Martínez, S. Guillaso, and O. Hellwich, “Nonlocal
filtering applied to 3-D reconstruction of tomographic SAR data,” IEEE
Trans. Geosci. Remote Sens., vol. 56, no. 1, pp. 272–285, Jan. 2018.

[28] X. Zhu et al., “Deep learning meets SAR: Concepts, models, pitfalls, and
perspectives,” IEEE Geosci. Remote Sens. Mag., vol. 9, no. 4, pp. 143–172,
Dec. 2021.

[29] G. Fracastoro, E. Magli, G. Poggi, G. Scarpa, D. Valsesia, and L. Verdoliva,
“Deep learning methods for synthetic aperture radar image despeckling:
An overview of trends and perspectives,” IEEE Geosci. Remote Sens. Mag.,
vol. 9, no. 2, pp. 29–51, Jun. 2021.

[30] X. Sun, A. Zimmer, S. Mukherjee, N. K. Kottayil, P. Ghuman, and I. Cheng,
“DeepInSAR-A deep learning framework for SAR interferometric phase
restoration and coherence estimation,” Remote Sens., vol. 12, no. 14, 2020,
Art. no. 2340.

[31] F. Sica, G. Gobbi, P. Rizzoli, and L. Bruzzone, “φ-Net: Deep residual
learning for InSAR parameters estimation,” IEEE Trans. Geosci. Remote
Sens., vol. 59, no. 5, pp. 3917–3941, May 2021.



3796 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 16, 2023

[32] S. Vitale, G. Ferraioli, and V. Pascazio, “Multi-objective CNN-based algo-
rithm for SAR despeckling,” IEEE Trans. Geosci. Remote Sens., vol. 59,
no. 11, pp. 9336–9349, Nov. 2021.

[33] H. Yu, T. Yang, L. Zhou, and Y. Wang, “PDNet: A lightweight deep
convolutional neural network for InSAR phase denoising,” IEEE Trans.
Geosci. Remote Sens., vol. 60, pp. 1–9, 2022.

[34] A. B. Molini, D. Valsesia, G. Fracastoro, and E. Magli, “Speckle2Void:
Deep self-supervised SAR despeckling with blind-spot convolutional
neural networks,” IEEE Trans. Geosci. Remote Sens., vol. 60, pp. 1–17,
Mar. 2021.

[35] J. Lehtinen et al., “Noise2Noise: Learning image restoration without clean
data,” in Proc. 35th Int. Conf. Mach. Learn., PMLR, pp. 2965–2974, 2018.

[36] S. Mukherjee, A. Zimmer, X. Sun, P. Ghuman, and I. Cheng, “An
unsupervised generative neural approach for InSAR phase filtering and
coherence estimation,” IEEE Geosci. Remote Sens. Lett., vol. 18, no. 11,
pp. 1971–1975, Nov. 2021.

[37] S. Mukherjee, A. Zimmer, N. K. Kottayil, X. Sun, P. Ghuman, and I.
Cheng, “CNN-based InSAR denoising and coherence metric,” in Proc.
IEEE Sensors, 2018, pp. 1–4.

[38] X. Luo, X. Wang, Y. Wang, and S. Zhu, “Efficient InSAR phase noise
reduction via compressive sensing in the complex domain,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 5, pp. 1615–1632,
May 2018.

[39] G. Chierchia, D. Cozzolino, G. Poggi, and L. Verdoliva, “SAR image
despeckling through convolutional neural networks,” in Proc. IEEE Int.
Geosci. Remote Sens. Symp., 2017, pp. 5438–5441.

[40] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond a Gaussian
denoiser: Residual learning of deep CNN for image denoising,” IEEE
Trans. Image Process., vol. 26, no. 7, pp. 3142–3155, Jul. 2017.

[41] P. Wang, H. Zhang, and V. M. Patel, “SAR image despeckling using a
convolutional neural network,” IEEE Signal Process. Lett., vol. 24, no. 12,
pp. 1763–1767, Dec. 2017.

[42] S. Li, H. Xu, S. Gao, W. Liu, C. Li, and A. Liu, “An interferometric phase
noise reduction method based on modified denoising convolutional neural
network,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 13,
pp. 4947–4959, Aug. 2020.

[43] S. Samiei Esfahany and R. Hanssen, “On the evaluation of second order
phase statistics in SAR interferogram stacks,” Earth Observ. Geomatics
Eng., vol. 1, no. 1, pp. 1–15, 2017.

[44] M. Elad, “Why simple shrinkage is still relevant for redundant repre-
sentations?,” IEEE Trans. Inf. Theory, vol. 52, no. 12, pp. 5559–5569,
Dec. 2006.

[45] C. Rambour, L. Denis, F. Tupin, and H. M. Oriot, “Introducing spatial
regularization in SAR tomography reconstruction,” IEEE Trans. Geosci.
Remote Sens., vol. 57, no. 11, pp. 8600–8617, Nov. 2019.

Jie Li received the bachelor’s degree in electronic and
information engineering from the Beijing Institute of
Technology, Beijing, China, in 2019. She is currently
working toward the Ph.D. degree in signal and in-
formation processing with the University of Chinese
Academy of Sciences, Beijing.

Her research interests include TomoSAR imaging
and deep learning.

Zhongqiu Xu received the bachelor’s degree in
mechatronic engineering from the Beijing Institute of
Technology, Beijing, China, in 2019. He is currently
working toward the Ph.D. degree in signal and in-
formation processing with the University of Chinese
Academy of Sciences, Beijing.

His research interests include radar signal process-
ing, compressed sensing, and sparse SAR imaging.

Zhiyuan Li received the bachelor’s degree in elec-
tronic and information engineering from the Beijing
Institute of Technology, Beijing, China, in 2019. He
is currently working toward the Ph.D. degree in signal
and information processing with the University of
Chinese Academy of Sciences, Beijing.

His research interests include deep learning and
image processing.

Zhe Zhang (Member, IEEE) was born in Luoyang,
China, in 1988. He received the B.Sc. degree in infor-
mation engineering from Xi’an Jiaotong University,
Xi’an, China, and the Ph.D. degree in signal and
information processing from the Institute of Electron-
ics, Chinese Academy of Sciences, Beijing, China, in
2008 and 2015, respectively.

During 2015–2020, he was a Postdoctoral Re-
search Scientist with the George Washington Uni-
versity, Washington, DC, USA and George Mason
University, Fairfax, VA, USA. He is currently a Pro-

fessor and Ph.D. Supervisor with the Aerospace Information Research Instutite,
Chinese Academy of Sciences and Suzhou Aerospace Information Research
Institute in Suzhou, Jiangsu, China, since 2021. His research interests include
sparse microwave imaging, sparse signal processing, synthetic aperture radar
imaging, microwave vision, and the combination of signal processing and deep
learning technologies.

Bingchen Zhang received the bachelor’s degree in
electronic engineering and information science from
the University of Science and Technology of China,
Hefei, China, in 1996, and the M.S. degree in sig-
nal and information processing from the Institute of
Electronics, Chinese Academy of Sciences, Beijing,
China, in 1999.

Since 1999, he has been a Scientist with IECAS.
His research interests include synthetic aperture radar
(SAR) signal processing and airborne SAR system
design, implementation, and data processing.

Yirong Wu (Member, IEEE) received the Ms.D.
degree in microwave electromagnetic field from the
Beijing Institute of Technology, Beijing, China, in
1988, and the Ph.D. degree in signal and information
processing from the Institute of Electronics, Chinese
Academy of Sciences (IECAS), Beijing, in 2001.

Since 1988, he has been with IECAS, where he is
currently a Director. He has more than 20 years of
experience in remote-sensing processing system de-
sign. His research interests include microwave imag-
ing, signal and information processing, and related

applications.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


