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Calibration Method of Liquid-Crystal Spatial Light
Modulator Based on a 1-D Phase Retrieval Algorithm

Yifu Zhou, Hanyue Wei, Liyong Ren

Abstract— Liquid-crystal spatial light modulator (L.C-SLM) has
been widely applied as a programmable digital device. However,
the LC-SLM can only manipulate on light fields accurately un-
der designated wavelengths since, when being uploaded a specific
grayscale image onto it, the phase retardance offered by the LC-
SLM is relevant to the wavelength of the incident light. This means
that the calibration of LC-SLM is indispensable once the working
wavelength changes. In this paper, based on a phase retrieval
algorithm, a novel phase calibration method with high efficiency
and accuracy is proposed for scaling LC-SLM. In the method, a
1-D phase retrieval algorithm for recovering the phase of a 1-D
light field distribution is used to measure the voltage-phase charac-
teristic curve of LC-SLM, where the gradient descent algorithm
with a Root Mean Square propagation is introduced to obtain
the phase. Simulations and experiments show that this method
is stable and has the ability of anti-noise on some conditions and
can eliminate the influence caused by crosstalk between pixels on
the calibration. Compared with the traditional diffraction-based
method, our method improves the calibration error up to 30%
under the same experimental conditions.

Index Terms—Spatial light modulator, far-field diffraction,
phase retrieval algorithm.

1. INTRODUCTION

PATTAL light modulators (SLMs) are kinds of optical in-
S struments that can spatially manipulate amplitude or phase
distributions of incident light fields. Liquid-crystal spatial light
modulator (LC-SLM) and digital micromirror devices (DMD)
are common SLMs. Particularly, LC-SLM, as a useful tool for
manipulating phase distribution of light fields, has been widely
used in various application fields such as optical trapping [1], [2],
holographic displays [3], [4], lithography [5], [6] and adaptive
optics [7].

LC-SLM can be regarded as a programmable pixelated phase
mask, where a grayscale image can be uploaded and then
modulates the phase distribution of the incident light according
to the corresponding grayscale to each pixel. In the process,
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the grayscale of each pixel, through a look-up-table (LUT),
will be mapped to a specific voltage and thus being added
to the control electrode for modulating the pixel unit of the
LC-SLM, then the liquid-crystal upon the electrode will offer
a voltage-related phase retardance for the incident light with
a specific wavelength. Ideally, the phase retardance offered
by each modulation unit on the working plane of LC-SLM is
expected to be proportional to the grayscale of corresponding
pixel on grayscale image, that means the grayscale between 0
to 255 should be mapped to a phase retardance between 0 to 27
linearly. However, the phase delay offered by each modulation
unit of LC-SLM under a specific control voltage is relevant to
the wavelength of incident light. Although the manufacturer of
LC-SLM might have offered a LUT for a specific working wave-
length to ensure the linear relationship between the grayscale and
the resultant phase retardance, the LUT would be incompatible
while the working wavelength changes. Therefore, it is essential
to calibrate the LC-SLM for establishing a series of appropriate
LUT corresponding to each different wavelength.

In fact, measuring the voltage-phase characteristics of LC-
SLM is an important step to calibrate it. In this step, phase delays
under different control voltages are measured when a beam of
light with a specific wavelength illuminates the LC-SLM, as a
result, a voltage-phase mapping relationship corresponding to
this wavelength, i.e., a LUT, is constructed accordingly. Note
that, ideally, such a LUT intends to ensure the phase delay vary-
ing with the grayscale linearly, i.e., producing a linear grayscale-
phase relationship. Unfortunately, measuring the phase of a light
is usually more difficult than measuring its intensity, therefore,
accurately measuring the voltage-phase characteristic curve of
LC-SLM is an important step for the calibration.

Based on some different ways to measure the voltage-phase
characteristic curve, some different calibration methods have
been demonstrated so far, which include the self-referenced
method [8], [9], the out-referenced method [10], [11], the
diffraction pattern analyzed method [12], [13], holographic
method [14], and polarization-based method [21], [22], [23],
etc. The self-referenced and out-referenced methods belong to
interferometry-based methods, which measure the phase modu-
lation of a LC-SLM based on the fact that the interference fringes
are sensitive to the phase difference between the reference and
the modulated lights. The diffraction pattern analyzed method
uses the diffraction pattern of the modulated light to measure the
phase modulation of the LC-SLM. The holographic method re-
constructs the phase distribution of the modulated light based on
the digital holography. The polarization-based method measures
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the phase modulation of LC-SLM by analyzing the polarization
state changes of the modulated light.

In general, both the out-referenced method and the
polarization-based method can reach high calibration precisions
relatively, but the former needs to move the LC-SLM and the
latter requires a complicated data processing [20]. While the
polarization-based method needs to introduce additional polar-
izers and retarders into the calibration system, leading to the
system complicated and a less calibration accuracy due to more
uncontrollable factors involved. On the other hand, the self-
referenced method and the holographic method use similar opti-
cal setup [13], [14], where a part of the reflective light of the LC-
SLM is selected to be the reference light, leading to an inherited
phase distortion and thus measurement errors. In fact, the diffrac-
tion pattern analyzed method shows a trade-off between the
calibration accuracy and the system complexity, which is simple
in the optical setup but relatively low in the accuracy as compared
with both the out-referenced method and the polarization-based
method in general. However, the diffraction pattern analyzed
method is more practical for in-situ calibration [20].

Based on a phase retrieval algorithm, a calibration method for
LC-SLM is also proposed and demonstrated in this paper. This
method is a kind of diffraction pattern analyzed method that aims
to acquire the phase distribution of light field modulated by LC-
SLM from far-field diffraction pattern of the light. By changing
the control voltage on each modulation unit, intensity distribu-
tions of far-field diffraction patterns of different modulated light
fields can be collected, as a result, a voltage-phase characteristic
curve of LC-SLM can be measured by analyzing the relationship
between the intensity distribution and the phase distribution. In
this method, a non-convex optimization problem is introduced to
describe the relationship between the far-field diffraction pattern
and the phase distribution yielded by LC-SLM, and a 1-D phase
retrieval algorithm is proposed to solve this problem to acquire
the phase distribution from the diffraction pattern. Numeric
simulations show that this method has the ability of anti-noise
and is stable on some conditions. Besides, experimental results
show that this method can eliminate the influence of the crosstalk
between pixels [15] on calibration. These results indicate that,
as a kind of diffraction pattern analyzed methods, the proposed
method is more accurate than traditional diffractive methods
owing to the phase retrieval algorithm.

II. 1-D PHASE RETRIEVAL ALGORITHM
A. Problem Descriptions

Given a scalar complex amplitude distribution E,_(x, y) of
a light beam on the plane of z = 0 in R?, and assuming that the
light propagates along positive z direction and wavelength is 2,
then the far-field diffracted pattern I(x, y) on a plane of z = z,
satisfies the equation that

1
——I|F (z,9), )

I(x,y):kz
0

where F(x, y) is the 2-D Fourier transform of the complex
amplitude distribution E,_q(x, y), that is F(f;, f,), with f; =
x/Azp and fy = y/Azg.
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Phase retrieval problem can be simply described as recovering
the complex amplitude distribution E,— o (x, y) from the intensity
distribution I(x, y) of its diffraction pattern. As usual, I(x, y) is
captured by digital imaging devices such as a CCD or a CMOS
camera, meaning that the distribution of intensity is discretized.
Assuming the pixel numbers of the camera alone x-axis and y-
axis are M and N, respectively, then the elements in the intensity
signal matrix obtained from the camera can also be expressed
by

1 2

I(m,n)= )»TZS'F(mm)' , 2)
where F(m, n) denotes the discretized signal matrix of 2-D
Fourier transform F(x, y). Besides, F(m, n) can be approximately
regarded as the M-N point 2-D discrete Fourier transform (DFT)
of a matrix E € CMoxNo where E is a finite sampling of
E.—o(x,y), My and Ny are the sampling numbers alone x-axis and
y-axis, respectively. From this point of view, let the M-N point
2-D DFT of E be D(m, n), then the discretized phase retrieval
problem can be described as

Find E € CMo*No to minimize f (E)
M-1N-1 9 9 2 (3)
f(E) = ZO ZO D (m,n)|” — [F (m,n)|
Obviously, AE) = 0 if and only if |D(m, n)|* = |F(m, n)?,
meaning that E is the solution of the discretized phase retrieval
problem. In this case, the problem is a minimization problem.
To solve the problem (3), some algorithms have already been
proposed, which include the Wirtinger Flow [16] and the Phase
Lift [17]. Note that the former solved the problem (3) directly by
using Wirtinger derivatives, while the latter relaxed this problem
to a convex optimization problem.
Similar to the above general problem (3), the calibration task
of LC-SLM is a little bit easier since it can be simplified to a
1-D phase retrieval problem as follows:

Find ¢ € R0 to minimize f ()

f) =S pmp - pmp @

m=0

where F(m) is the 1-D DFT of the 1-D complex amplitude
distribution of a light beam with a fixed amplitude A, and D(m)
is the 1-D DFT of E with the expression of E = Aexp(jp), where
exp(x) represents the exponential function for each component
of vector x. In this problem, the 1-D complex amplitude of light
field with a fixed amplitude will be recovered from the intensity
of its 1-D DFT, meaning that only the phase of it should be
acquired. It should be pointed out that the problem (4) is a
simplified problem because only the phase should be acquired,
which makes the problem become a real optimization problem
from a complex one, and less parameters will be recovered.

B. Algorithm

In fact, as for the 1-D phase retrieval problem (4), D(m) can
be expressed by

D(m)=fIE, (5)
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where £ is the m-th row of the Fourier matrix with a size of M
X My, the superscript H denotes the conjugate transpose. The
gradient of the loss function f{y), i.e., Vf(¢), can be expressed
by
M-1
V(@) =243 [IDm)P = |F m)P]bm,  (©

m=0

where b,,, is a vector in R™o and is relevant to m, which can be
expressed as

by, =Im [(f f.E)© E*], (7)

where Im(x) is a vector that is constructed by the imaginary part
of each component of x. The superscript * denotes the complex
conjugate, and the symbol ® denotes the Hadamard product.

Then, the gradient descent algorithm is adopted to solve
the problem (4). Given an initial guess ¢, the corresponding
iterative formula is expressed by

Pri1 = Pr — 0V (Pr) ¥

where 7] is the learning rate, i.e., the step length of the iteration.
For an appropriate 7, fl¢)) will decrease with the increase of
the numbers of iterations k.

In general, the maximum times of iterations, the initial guess
(o and the learning rate ) should be set manually in advance. But
in this work, an adaptive algorithm, i.e., the Root Mean Square
propagation (RMSprop) [18], is also introduced to decide the
learning rate dynamically and locally, where a vector n;, € R0
is introduced to be the learning rate instead of the scalar learning
rate 7):

Prt1=Pr — Mer1 © V(o). )

Equation (9) means that each of the component of the deci-
sion variable ¢y, has a different dynamical learning rate which
changes with the iteration. The learning rate vector 7 can be
calculated by

1
N —W\/ﬁ,

where Gy, is a vector in R0 and 1/1/GY, + 1 represents a vector
which is constructed by the scalar function 1/y/z + 1 of each
component x of vector G. Note that 7 is a constant to be set
manually in general and it determines the initial learning rate.
Besides, the calculation of n; shown in (10) is different with
the original RMSprop algorithm. We used 1/+/G, + 1 instead
of 1/4/G},, which is used in the original algorithm, to avoid 7;,
being too large when Gy, is too small. And Gy, is calculated by
the iteration through

Gir1=pGr+ (1 —p)[Vf(e) OV (o).  AD

As usual, the initial value Gy is set to be 0. And p is a
constant in (0, 1) and is also the so-called forgetting rate. It
is seen from (1, 1) that Gy, is the weighted sum of squares of the
present and the past descent directions and the forgetting rate p
determines the ratio of the present and the past imformation in
G According to (10), if acomponent of G is large enough, then
the corresponding learning rate in 7, for the component will be

(10)
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Algorithm 1: 1-D phase retrieval.
Input:
Observed intensity signal | F'(m)|* with length M,
Initial learning rate 7,
Maximal number of iterations K,
Length of output signal M,
Forgetting rate p.
Initialize:
Normalize |F(m)[* to S 3_g [D(m)[> = M x M.
Set initial guess ¢, € R and ¢, = 0.
Set initial signal Ey = Aexp(jy), where A = 1.
Set Gy € R™o and G, = 0.
Loop:
For k=0to K — 1 do:
Calculate Vf{(¢py) via (6) and (7), where A = 1.
Calculate Gy via (11).
Calculate 7y via (10).
Calculate 41 via (9).
Calculate E 1 via Ej, = Aexp(jpy), where A = 1.
End
Output:
Recovered phase distribution ¢ k.

quite small. So, the mechanism of RMSprop can be described
as that the learning rate for a component of ¢y, is determined
by two factors, one is the learning rate of a component that
is inversely proportional to the corresponding component of
descent direction Vf{¢p},), the other is the information of the past
descent direction which influences the present learning rate. The
former ensures the learning rate is not too large or too small; the
latter introduces a momentum mechanism in gradient descent
that can make convergence faster.

For simplicity, the amplitude of the signal to be recovered, A,
is fixed to be 1 due to the Parseval’s equality of DFT:

| M1

2 2

Bl =57 > D), (12)
M=0

where | - ||, denotes the 2-norm for vectors. It’s easy to

obtain || E||3 = || Aexp(je)|3 = Mo and 37— |D(m)|* =
M x My for A = 1. In the experiment, |[F(m)|* is captured
by a camera and is normalized to ensure Z%;E |F(m))* =
M x M, for satisfying the energy conservation.

Based on (6), (7), (9), (10) and (11), the detailed phase
retrieval algorithm for problem (4) is given in follows.

The output of the algorithm, i.e., the recovered 1-D phase
distribution ¢, could be regarded as the solution of problem (4)
if fleo i) is sufficiently small. This algorithm will be used to re-
cover the phase retardant distribution of LC-SLM in Section III.
In the experiment, |[F(m)|?, as the 1-D intensity distribution of
the far-field diffractive pattern on a line, is captured by a camera
and introduced into the algorithm, then the output, ¢ g, gives the
phase retardant distribution of LC-SLM on the line accordingly.
By recovering phase retardant distributions under different phase
mask, the voltage-phase characteristic curve could be measured.
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Fig. 1. Original rectangle phase distribution and recovered phase distribution.

C. Numerical Simulations and Analyses

In this section, some numerical simulations on the 1-D phase
retrieval algorithm proposed in Section II-A are carried out,
where phase distributions to be recovered with a rectangle and
a sinusoidal profile are supposed, respectively. As for the sim-
ulation parameters, the sampling length of the intensity pattern
capered by a camera, M, is set to be 128; the length of the phase
distribution uploaded onto the LC-SLM and thus to be recovered,
My, is also set to be 128; the maximal number of iterations, K,
is 4000, the forgetting rate p is 0.99, and the initial learning rate
715 0.001.

Fig. 1 shows the original rectangular phase distribution with
an amplitude of 7 and the corresponding recovered distribution.
It is seen that the profile of the recovered phase distribution is
accorded with the original one, but there exists an overall vertical
phase shift between them. This result shows an important fact
that there is a constant phase shift between the recovered and
the original phase distributions, and, indeed, this algorithm has
the ability to recover the phase distribution profile. It should
be emphasized that diffractive characteristics of light is fully
dependent on the phase difference distribution (instead of the
absolute phase) of the LC-SLM, meaning that it is enough for
measuring the voltage-phase characteristic curve of LC-SLM
provided that the profile of the phase difference distribution is
obtained accurately. In other words, the overall constant phase
shift will not affect the calibration.

In principle, the overall phase shift in Fig. 1 is related to the
linear property of DFT. Let X(m) be the M-point DFT of signal
x(my), this linear property of DFT can be expressed as

DFT )y, [exp(j0)z (mo)] = exp(50)X (m), (13)
where the operator DFT () denotes the M-point 1-D DFT, 6
is a real constant. Equation (13) means that recovering signal
x(mg) from |X(m)[* will lead to an ambiguity, i.e., the recovered
distribution may have a phase shift 6 due to [DFT 5/ [:(mq)]|> =
IDFT 5 [exp(j60)z(mo)]|*. In fact, it can be observed that the
constant phase shift is random when the initial guess ¢ of the
algorithm is random.

Besides, in the view of amplitude, the average amplitude
of the recovered distribution is 0.9967, there also exists an
amplitude error of 0.0047 between the recovered distribution
and the original one.
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Fig.2.  Original sinusoidal phase distribution and recovered phase distribution.

Fig. 2 shows the original sinusoidal phase distribution with an
amplitude of 7/2 and the corresponding recovered distribution.
Also, there exists a small overall vertical phase shift between
them. In addition, it is shown in Fig. 2 that an obvious horizontal
cyclic displacement is occurred in the recovered phase distribu-
tion. But the horizontal cyclic displacement does not change the
profile of the phase distribution when the distribution is periodic.
In fact, the calibration method used in this paper will upload and
only upload a series of periodic phase mask onto the LC-SLM,
meaning that such a horizontal cyclic displacement does not
influence the calibration process.

Similarly, the horizontal cyclic displacement is attributed to
the cyclic displacement property of DFT owing to the theorem:

2mmk

_JM

DFTy [& (mo + k)] = exp ( ) X (m), (14

where Z(mg + k) denotes the result of k-point cyclic displace-
ment for x(mp). Equation (14) shows another ambiguity, being
yielded when recovering signal x(mg) from |X(m)[?, that the
recovered distribution might be the result of cyclic displace-
ment for the original distribution due to |DFT y[x(mg)]|* =
IDFT y [ (mo + k)] |

The simulation results shown in Figs. 1 and 2 indicate that
there are essential difficulties in this kind of phase retrieval prob-
lem, i.e., there always yields an inherent information difference
between the distribution of the complex amplitude and that of
the intensity, meaning that it is irreversible once the complex
amplitude of light field has been converted to intensity.

Some extra numeric simulations are conducted to illustrate
excellent stability and strong anti-noise ability of the algorithm
when M > M. Fig. 3(a) shows the recovered phase distributions
of the rectangular phase distribution used in Fig. 1, where M is
set to be 128, while M|, is set to be 12, 64 and 128, respectively.
And Fig. 3(b) shows the normalized intensity distributions in the
frequency domain of the original signal and the recovered signals
under different M. Besides, Fig. 3(c) shows the normalized
mean square error (MSE) curves of gradient descent algorithm
results under different M. The MSE curves show the changing
of normalized MSE of the used gradient descent algorithm with
iterations, where the normalized MSE is the normalized value
of the cost function we used, because we are dealing with a
nonlinear least squares problem.
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Fig.3. (a)Original phase distribution and recovered phase distributions under
different Mg; (b) normalized intensity distributions in frequency domain of
original signal and recovered signals under different Mq. (c) Normalized MSE
curves of gradient descent algorithm results under different M.

It is seen from Fig. 3(a) that the recovered phase distributions
for those cases when M > M just reflect parts of the original
phase distribution. In this point of view, it is M that determines
how much the length of the recovered part of the original phase
distribution could be. This is owing to the fact that the length
of the phase distribution which could be recovered is depending
on the length of the intensity distribution |F(m)|>. Note that, if
the length of |F(m)|* is M, then the maximal M to be set at
M is enough. Once M < M, the part of the recovered phase
distribution, whose length is greater than M, will be a periodic
extension of the preceding part, meaning that those extended
parts are redundant for phase retrieval.

On the other hand, Fig. 3(b) shows that in the frequency
domain the difference between the recovered complex amplitude
distribution and the original one will increase with the decrease
of M. It is seen from Fig. 3(b) that, as compared with the
original signal, there exists just a slight difference when M|
= 128 (corresponding to the nearly zero MSE in Fig. 3(c)); but
there exist obvious differences when My = 64 and My = 12
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Fig.4. Original phase distribution and recovered distributions with noise under
different M.
TABLE I
AVERAGE AMPLITUDE AND ITS ABSOLUTE ERROR OF RECOVERED PHASE
DISTRIBUTIONS
Phasedistribution Average amplitude  Absolute
error
Original 1.0007 0.0007
Recovered at My = 128 1.0117% 0.011x
Recovered at M, = 64 1.007% 0.007x
Recovered at M, =12 0.9997 0.0017

(corresponding to the large MSEs in Fig. 3(c)). However, shown
in Fig. 3(a) indicates that the profiles of phase distributions are
all accurate in the spatial domain, even though in the frequency
domain the differences between the recovered complex ampli-
tude distributions and the original ones are obvious for My =
64 and My = 12. Therefore, a conclusion could be made that
the algorithm inherently has the ability to obtain the profile of
phase distribution in the spatial domain even though there may
exist larger errors in the frequency domain. And based on this
ability, as a solution of phase retrieval problem, this algorithm
is effective accordingly.

Fig. 4 shows the results of another simulation that is basically
similar to the one shown in Fig. 3, but the original intensity distri-
bution in the frequency domain, i.e., |[F(m)|?, is added Gaussian
noise with SNR = 40 (SNR is the signal-to-noise ratio). Here K
is set to be 6000 to ensure the sufficiency of iteration. It can be
seen from Fig. 4 that the profiles of phase distributions under M
< M, are closer to the original one obviously, meaning that this
algorithm has an anti-noise ability when M < M.

Considering these recovered distributions features related
to the sampling length, the random vertical phase shift and
the random horizontal cyclic displacement, it is reasonable to
evaluate the accuracy of them in aspect of amplitude. Table I
shows the average amplitude and its absolute error of different
phase distribution shown in Fig. 4 with respect to the original
one. It indicates that the error decreases with the decrease of
My, meaning that, if the phase distribution to be recovered is
periodic, it is effective and enough to recover a part of the signal
(for example, only one period) instead of the entire.
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Fig. 5. Optical path used to measure voltage-phase characteristic curve.

III. CALIBRATION METHOD

In this section, a calibration method and the principle will be
introduced. According to previous discussions in introduction,
the measurement of voltage-phase characteristic curve is an
important step of the calibration of LC-SLM, so this section
will stress on how to measure this curve.

First of all, it is necessary to initialize the LUT of LC-SLM to
ensure that the grayscale can be linearly mapped to the control
voltage because the grayscale distribution of the digital image
uploaded to LC-SLM can be regarded as the control voltage
distribution on working area in this condition. In this time,
measuring the voltage-phase characteristic curve is equivalent
to measuring the grayscale-phase characteristic curve.

The optical path used to measure the voltage-phase character-
istic curve is schematically shown in Fig. 5. A linearly polarized
planar light beam illuminates a reflective LC-SLM vertically,
which provides the wavelength of light to be calibrated. Accord-
ing to Fig. 5, an image with a periodic stripe pattern is uploaded
to LC-SLM, that means the phase distribution of light field on the
working area of LC-SLM is also striped, like a Ronchi grating.
The grayscale of black stripes is fixed to be O (that means the
control voltage on these areas is also zero), the grayscale of white
stripes is set in 0~255 manually.

Under the coordinate system shown in Fig. 5, assuming that
the widths of the working area along the x-axis and the y-axis
are a,; and a,;, respectively, then the modulated light field, noted
by E(x, y), on the plane where the working area is located can
be described by

E(z,y) = Aexp [jgorect (%) ® comb (%)} rect (x)

Qy:
T
rect| — |,
Qy

where T is the period of the striped phase modulation distri-
bution, A is the constant amplitude of light source, ® denotes
convolution operator,  is the difference of phase delay between
areas located on black stripes and white stripes. ¢ could be
regarded as the phase retardance offered by the modulation unit
located on white stripes if the phase delay offered by modulation
unit located on black stripes is regarded as 0. Obviously, ¢ is
relevant with grayscales of white stripes. One can measure the
voltage-phase characteristic curve to establish the relationship
between ¢ and the grayscale.

as)
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Fig. 6. (a) Extracting 1-D intensity distribution from far-field diffraction

pattern; (b) recovered phase distribution of E along x-axis from observed 1-D
intensity distribution and measuring ¢ from recovered phase distribution.

It is reasonable to ignore the effect of the limited width of
LC-SLM since the period T can be set to a value that is much less
than a, and a,,. In this point of view, there is an approximation
that can be expressed by

E (z,y) = Aexp {jgprect (%) ® comb (%)} .

According to (16), actually E is only relevant to x. Set 1-D
Fourier transform of E, with respect to x, to be F,.(F) , and the
2-D Fourier transform of E to be F(E), there is an equation that

-F(E) =Fz (E)(S(fy)a (17)

(16)

where 0 is the Dirac Delta function. (17) means that the energy
of the diffracted light will concentrate on a line on the plane of
the far-field diffraction pattern. That is the reason why light spot
of the far-field diffraction pattern for light field modulated by a
classical 1-D grating such as the binary grating will distribute
on a line.

In Fig. 5, the far-field pattern of E will be collected by a
camera. The intensity distribution on image plane, i.e., I(x, y),
satisfies (1) with zo = f, where fis the focal length of the lens.
According to (16) and (17), it is predictable that the pattern will
be consist of some discreate light spots (because E is periodic),
and the light spots will distribute on a line. In ideal conditions,
light spots are ideal points without area, but in the experiment,
as shown in Fig. 5 these spots have certain areas because of the
diffraction limit.

In order to establish the relationship between ¢ and the
grayscale of white stripes, it is feasible to measure ¢ from
far-field diffraction patterns under different grayscale of white
stripes. In this paper, the phase retrieval algorithm used in
previous numeric experiments will be used to measure ¢ from
far-field diffraction patterns. The measurement processes are
shown in Fig. 6.

Firstly, as shown in Fig. 6(a), the left side shows the intensity
distribution of the diffraction pattern. The intensity distribution
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of azone that centered on zero-order light spot with size of 5 x M
will be measured and a data matrix with the same size of 5 x M
will be obtained accordingly. Then, a 1-D intensity distribution
with a length of M, which can be regarded as an approximation
of sampling of |F,(E)|?, can be constructed by summing all
row vectors of the data matrix, which is shown in the right side
of Fig. 6(a). The reason why the zone with a size of 5 x M
should be measured instead of 1 x M is that the energy of the
diffractive light focuses on the zones centered on each light spot
instead of ideal points without area because of the diffraction
limit. Summing all row vectors of the 5 x M data matrix can
concentrate energy on a line with a size of 5 x M, it can correct
the 1-D intensity distribution to some extent.

Then, as shown in Fig. 6(b), the measured 1-D intensity
distribution will be regarded as an approximation of sampling of
| F.(E)|?, and as the input of phase retrieval algorithm. Before
inputting the 1-D intensity distribution into the algorithm, the
lower-order light spot should be shifted to periphery of the
distribution from the center, the result is shown in the left side
of Fig. 6(b). The output of the algorithm can be regarded as an
approximation of phase distribution of £ along x-axis. ¢ can
be obtained by measuring average amplitude of the recovered
phase distribution, as shown in the right side of Fig. 6(b).

Recovered phase distribution obtained by this method can
be regarded as a sampling of phase distribution of light field
E on a certain finite zone along x-axis. Assuming Axg is the
spatial distance between a pair of adjacent sampling points in
the recovered phase distribution, which is given by

Lf
MAx’

where Ax is the spatial distance between a pair of adjacent
sampling points in the observed intensity distribution (i.e., the
pixel spacing along x-axis of camera). It can be deduced from
(18) that decreasing f or increasing M are conducive to improve
the resolution of the recovered phase distribution when A and
Ax are fixed. However, in practice, there are two factors to be
considered, which limit the resolution. The first factor comes
from the paraxial approximation, which requires a larger focal
length f for obtaining smaller diffraction angles, since the parax-
ial approximation is relatively accurate when the diffraction
angle is small. The second factor is the limited dynamic range of
camera, which requires a smaller sampling length M, since the
intensities of light spots decay rapidly with the increase of their
orders. This factor will be discussed in detail in Section IV.

By using the grayscale-voltage relationship described in the
initialized LUT, the voltage-phase characteristic curve can be
measured from the grayscale-phase relationship obtained in
advance. Then, a new LUT corresponding to the new working
wavelength can be established.

Axy = (18)

IV. RESULT AND DISCUSSION
A. Result of Calibration

In this section, an experiment of calibration is carried out to
illustrate the effeteness of the calibration method demonstrated
in this paper. The reflective LC-SLM to be calibrated is produced
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Fig. 7. (a) The grayscale-phase characteristic curve before calibration and
unwrapping; (b) the unwrapped grayscale-phase characteristic curve before
calibration; (c) the grayscale-phase characteristic curve after calibration and
unwrapping.

by Meadowlark Optics. It has 1920 x 1152 modulation units,
the pixel pitch is 9.2 pm x 9.2 pm, the size of the working area
is 17.6 mm x 10.7 mm. The camera used in the experiment is
produced by HAMAMATSU, it has 2048 x 2048 pixels, with a
pixel length of 6.5 pum. The light source is a He-Ne laser with a
wavelength of 633 nm, the focal length of lens, £, is 50 mm. Other
parameters for phase retrieval algorithm used in experiments are:
K = 8000, n =0.004, p = 0.99, My = 190 and M = 512. In this
case, according to (18), the resolution of the recovered phase
distribution is Axg = 9.51 pum, which is close to the pixel pitch
of LC-SLM. Besides, the period of the binary mask (i.e., the
periodic stripe mask) uploaded is 16 pixels.

Fig. 7(a) shows the relationship between ¢ and the grayscale
of white stripes, which is obtained by using our calibration
method. The curve is normalized to ensure that the maximum
theoretical value of ¢ is 7 to compensate the measurement error.
Besides, there is a problem of phase wrapping, i.e., ¢ and ¢ + km
(k € Z) cannot be distinguished because they will produce
the same diffraction pattern in this case. Fig. 7(b) shows the
unwrapped result of the curve that is shown in the Fig. 7(a).

Based on data shown in Fig. 7(b), a new LUT is established
to complete the calibration. Fig. 7(c) shows the grayscale-phase
curve after the calibration and unwrapping. It can be seen that
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Fig. 8. (a) 2-D diffraction intensity distribution of a binary grating; (b) 1-D
intensity distribution of (a) on the x-axis; (c) the effective part of (b).

the curve is approximately a straight line. Root mean square
error (RMSE) between the curve shown in Fig. 7(c) and the
ideal straight line is 0.02477.

B. Impact of Limited Dynamic Range on the Calibration

The proposed method use a camera to measure the diffraction
intensity distribution of a binary grating. However, in this case,
the energy of diffractive light is mostly concentrated on several
light spots with low diffraction orders. That means the power
difference between low diffraction orders and high diffraction
orders may be so large that might exceed the dynamic range
of the camera. In Section III, the limited dynamic range of the
camera is regarded as a factor that limits the spatial resolution
of the recovered phase distribution. In fact, as shown in the
following, this point needs to be further clarified since it is not
always the case if the specific conditions are selected in the
experiment.

Fig. 8(a) shows a 2-D diffractive intensity distribution of a bi-
nary grating we used in the calibration. The intensity distribution
is captured by the camera. Besides, the 1-D intensity distribution
of Fig. 8(a) on the x-axis is shown in Fig. 8(b). To explain the
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problem more clearly, in Fig. 8(b), the coordinate of x-axis is in
pixels, where the coordinate of y-axis is in grayscales. In order
to obtain the intensity distribution accurately, the exposure time
of the camera must be set to an appropriate value so that the
most powerful diffraction order (zero-order in Fig. 8) will not
be overexposed. We can see that the grayscale of the zero-order
is about 27000, meaning that there is no overexposure in Fig. 8
(note that the bit depth of our camera is 16-bit, so the grayscale
is up to 65535), even there is a bit of an underexposure.

If the intensity of a light spot is less than the noise intensity, the
light spot will be invisible in the image. It can be seen in Fig. 8(b)
that the light spots with high diffraction orders are invisible since
the exposure time is too short for them. Therefore, the effective
length of the 1-D intensity distribution is limited. This is the
limitation caused by the limited dynamic range. We should use
an effective part of the intensity distribution to calibrate the LC-
SLM, where all the diffraction orders should be visible. The
effective part of Fig. 8(b) is shown in the Fig. 8(c), of which the
length is 512 pixels. We can see that all the diffraction orders in
this partis visible, and intensities of most of them is much greater
than the noise intensity, so we can use this part to recover the
phase distribution accurately because of the high signal-to-noise
ratio of this part. This is the reason why M is set to 512 pixels
in the previous experiment.

According to the discussion above, the limited dynamic range
will limit the effective length of the 1-D diffraction intensity
distribution we can use. On the other hand, the spatial resolution
of the recovered phase distribution, i.e., Axg, is dependent on the
length of the intensity distribution, as what shown in (18). Under
the parameters of the previous experiment, it can be calculated
from (18) that Axg is about 9.51 um, which is close to the
pixel pitch of LC-SLM (9.2 pm), meaning that the recovered
phase distribution can provide enough information to measure
the phase modulation of LC-SLM.

In summary, the limited dynamic range limits the effective
length of the diffraction intensity distribution, and the limited
effective length of the diffraction intensity distribution limits
the spatial resolution of the recovered phase distribution further.
Considering the fact that the spatial resolution is acceptable, we
think the influence of limited dynamic range on the calibration
is within an acceptable range.

C. Effect of Crosstalk on Calibration

It is relatively convenient to measure the phase of light from
far-field diffraction pattern because the pattern can be collected
by setting up a simple optical path. Some calibration methods,
such as [12] and [13], adopted similar idea used in this paper
to measure the voltage-phase characteristic curve. But these
methods introduced priori hypothesis about the distribution of
phase modulation offered by LC-SLM, it might cause error
when physical conditions do not accord with the hypothesis. For
example, [13] demonstrates a calibration method that can also be
described by Fig. 5, but they used a simple equation, as expressed
by (19), to obtain ¢ from the far-field diffraction pattern instead
of the phase retrieval algorithm. Let / be the intensity of zero
order light spot in the far-field diffraction pattern of E described
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by (16), then the relationship between I and ¢ can be expressed
as

I:%(l—#cosnp),
where [ is the intensity of the zero-order light spot when ¢ is 0.
(19) means that ¢ can be obtained from 7 directly. But it should
be emphasized that (19) is based on a fundamental hypothesis
that the complex distribution of light field could be described
by (16) precisely. Therefore, there exists an inevitable error if
the complex distribution does not satisfy with such a hypothesis
completely. In fact, some studies [15], [19] have pointed out that
(16) is imprecise to describe the light field when a striped mask
is uploaded to LC-SLM due to the crosstalk between pixels.
The effect of the crosstalk is schematically shown in Fig. 9.
When a white-black stripe mask is uploaded, it is reasonable
that there is a continuous change in the real phase modulation
on the boundary of white stripes and black stripes along x-axis,
instead of an ideal step change manner which is described by
(16). The crosstalk is caused by leakage electric field between
different modulation unit of LC-SLM, i.e., the electric field upon
a control electrode will influence the distribution of electric field
upon other control electrodes.

The recovered phase distributions along x-axis for those
masks with different grayscales of white stripes being uploaded
onto the LC-SLM but without calibration are shown in Fig. 10.
The result points out that phase distribution cannot change sud-
denly on the boundary between black stripes and white stripes,
especially while the phase modulation is relatively low. It can
be seen from Fig. 10 that the change of phase modulation will
be more acute for large grayscale difference between black and
white stripes, it is reasonable since large difference of control
voltage will cause drastic change of phase modulation. In this
point of view, the voltage-phase characteristic curve measured
by (19) is inaccurate to some degree since the phase distribution
shown in Fig. 10 cannot be described by (16) accurately.

To verify the influence of the crosstalk effect on the traditional
calibration method, the actual relationships between I and ¢

19)
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under different period of the binary mask before calibration is
measured, which is shown in Fig. 11, where T is the period in
pixel and the normalized intensity is I/ Iy. It can be seen in Fig. 11
that the height of the second peak of the grayscale-intensity
curves, corresponding to the case of ¢ = 27, is lower than the
first peak, meaning that the intensity-phase relationship cannot
satisfy the cosine law that described by (19), especially when
the period T is low. Obviously, the effect of crosstalk increases
with the decrease of the period, because the height of the second
peak is decrease with the decrease of the period, which cannot
be described by (19) precisely for the traditional method.

In the general, for the traditional method, people usually
believe that the second peak of the grayscale-intensity curve
is corresponding to the intensity under ¢ = 27 and calibrate
LC-SLM based on (19) and the data between the first peak
and the second peak. Besides, in aspect of data processing, the
second peak being lower than the first peak is inevitable, so one
should normalize the curve to make the height of the second peak
equal to the first [12]. It is obvious that there are two flaws in
the traditional method. The first is that the second peak may not
correspond to the case of ¢ = 27, which can be seen in Fig. 11
(we can see the second peak is shift to right with the decrease of
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T). The second flaw is the normalization of the curve. There is
no scientific basis to make the height of the second peak equal
to the first peak artificially. The two flaws will introduce error
into the calibration. Essentially, the two flaws are caused by the
crosstalk effect of LC-SLM.

For comparison, Fig. 12 shows the grayscale-phase curves
before and after calibration with the traditional and the proposed
method. Fig. 12(a) shows five curves that measured by tradi-
tional method under different period 7, and a curve measured
by the proposed method under 7 = 16. Based on the six curves
before calibration, six LUTs is established. But only the LUT
based on the proposed method is used to calibrate the LC-SLM
in practice. After the calibration, the grayscale-phase curve is
remeasured, which is shown in Fig. 12(b) (i.e., the curve with
legend of “Proposed: T = 16” in Fig. 12(b)). Based on the
grayscale-phase curve after calibration of proposed method and
the difference between the six LUTs, we estimated the grayscale-
phase curves after calibration of the traditional method, which
are also shown in Fig. 12(b). We calculated RMSEs between
the curves shown in Fig. 12(b) and the ideal straight line, which
are shown in Table II. It can be seen in Table II that the RMSE
of traditional method increases with the decrease of period T
basically. The increasing RMSE of traditional method reflects
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TABLE II
RMSES OF CALIBRATION RESULT OF TRADITIONAL METHOD UNDER
DIFFERENT PERIOD T AND THE PROPOSED METHOD UNDER T = 16

Method and period T RMSE

Traditional: T = 32 0.03557
Traditional: T = 16 0.0354n
Traditional: T =8 0.0347x
Traditional: T =4 0.05137
Traditional: T =2 0.0617x
Proposed: T =16 0.0247%

the influence of crosstalk effect on calibration. For comparison,
the RMSE of the proposed method is always less than the
traditional method, because the proposed method has ability to
avoid the potential error caused by the crosstalk effect inherently.
According to the data shown in Table II, a conclusion can be
made that compared with the traditional method, the RMSE
of the proposed method is reduced by 30% under the same
condition (the same condition refers to 7 = 16).

According to the discussion above, the phase retrieval algo-
rithm can obtain more accurate phase modulation of the LC-
SLM. On one hand, this method avoids the potential error caused
by crosstalk since it introduces less priori hypothesis about the
phase distribution and the data obtained in the experiment for
instantiating the voltage-phase characteristic curve inherently
involve the effect of crosstalk, meaning that the recovered phase
is consistent with the phase distribution on the LC-SLM. On
the other hand, this method obtains ¢ by analyzing information
about several light spots on the diffraction pattern instead of
only using one of them in the traditional calibration method.
Besides, it should be noted that the spatial resolution of the
calibration method can access the level of pixel size, which
has been demonstrated in the experiment. In general, traditional
diffraction-based calibration method cannot access this level of
spatial resolution [20]. Meanwhile, the calibration method we
proposed also has the advantages of the traditional diffraction
pattern analyzed method, i.e., the convenience and the anti-noise.
On the aspect of convenience, all the data used in calibration
can be collected by a simple optical path shown in Fig. 5
without sophisticated instruments and optical setup, even the
data analysis can be completed automatically by programming.
On the aspect of anti-noise, the 1-D phase retrieval algorithm
has good ability of anti-noise, which has discussed in Section II.
In summary, our method not only keeps the advantages of
traditional diffraction-based calibration method, but also has
high spatial resolution, which allows us to avoid the potential
error caused by the crosstalk effect.

V. CONCLUSION

In conclusion, a calibration method of LC-SLM is proposed
in this paper based on a 1-D phase retrieval algorithm. The
algorithm for measuring the voltage-phase characteristic curve
uses the gradient descent algorithm with RMSprop to solve the
1-D phase retrieval problem. Numerical simulations indicate
that the algorithm is stable and has the ability of anti-noise.



ZHOU et al.: CALIBRATION METHOD OF LC-SLM BASED ON A 1-D PHASE RETRIEVAL ALGORITHM

Experiments demonstrate that the calibration method inherently
avoid potential error caused by the crosstalk between pixels
since recovered phases are consistent with phase distributions
on LC-SLM.
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