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ABSTRACT In October 2020, Google researchers present a promising Deep Learning architecture paradigm
for Computer Vision that outperforms the already standard Convolutional Neural Networks (CNNs) on
multiple image recognition state-of-the-art datasets: Vision Transformers (ViTs). Based on the self-attention
concept inherited from Natural Language Processing (NLP), this new structure surpasses the CNN image
classification task on ImageNet, CIFAR-100, and VTAB, among others, when it is fine-tuned (Transfer
Leaning) after a previous pre-training on larger datasets. In this work, we confirm this theory and move one
step further over the CNN structures applied for Vascular Biometric Recognition (VBR): to the best of our
knowledge, we introduce for the first time multiple pure pre-trained and fine-tuned Vision Transformers
in this evolving biometric modality to address the challenge of the limited number of samples in VBR
datasets. For this purpose, the ViTs have been trained to extract unique image features on the ImageNet-1k
and ImageNet-21k and then fine-tuned for the four main existing VBR variants, i.e., finger, palm, hand
dorsal, and wrist vein areas. Fourteen existing vascular datasets have been used to perform the vein
identification task in the four previouslymentionedmodalities, based on the True-Positive Identification Rate
(TPIR) and 75-25% train-test sets obtaining the following results: HKPU (99.52%), and FV-USM (99.1%);
Vera (99.39%), and CASIA (96.00%); Bosphorus (99.86%); PUT-wrist (99.67%), and UC3M-CV1+CV2
(99.67%). Furthermore, we introduce UC3M-CV3: a hygienic contactless wrist database collected on
smartphones and consisting of 4800 images from 100 different subjects. The promising results show the
Vision Transformer’s versatility in VBR under Transfer Learning and reinforce this new Neural Network
architecture paradigm.

INDEX TERMS Vision transformers, vein biometric recognition, deep learning, convolutional neural
networks, finger veins, transfer learning, machine learning, artificial intelligence, biometrics on mobile
devices, contactless wrist vascular database, hand palm identification.

I. INTRODUCTION
Transformers have become the leading state-of-the-art Deep
Learning solution for Natural Language Processing (NLP).
The goal of NLP is to provide machines with the ability
to understand spoken and written human language. This
successful pure attention-based solution was proposed for
machine translation by Vaswani et al. [1] to solve the memory
constraint issue of the Recurrent Neural Networks (RNNs)
that compute the text sequentially. Transformers have solved
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this issue, becoming the first option for the different NLP
tasks.

In October 2020, in an attempt to explore new Neural
Network architectures in Computer Vision (CV), Dosovitskiy
et al. [2] proposed and adapted, for the first time, the pure
Transformer attention-based structure for image recognition
tasks. These new Neural Networks are known as Vision
Transformers (ViTs).

Despite the fact that ViTs, in contrast with NLP Trans-
formers, are not designed to understand and relate sequences
of words (tokens), they have demonstrated the versatility of
the Transformer concept by obtaining excellent performances
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FIGURE 1. Original pure Vision Transformer (ViT) model [2] adapted for Vascular Biometric Recognition by applying Transfer Learning using
dual pre-training (on ImageNet-21k and ImageNet-1k datasets) and fine-tuning (on fourteen finger, palm, dorsal, and wrist vein databases:
HKPU, UTFVP, FV-USM, PLUSVein-Contactless Finger Vein Database, and NUPT-FPV; CASIA Multi-Spectral, PUT, VERA Palmvein, and
PLUSVein-Contactless Palm Vein Database; Bosphorus Hand Vein Database; and PUT, UC3M-CV2, UC3M-CV1+CV2 and UC3M-CV3).

on CV tasks. ViTs have outperformed previous CNN results
on ImageNet-1k [3] (ImageNet Large Scale Visual Recog-
nition Challenge, ILSVRC-2012 [4]) ImageNet-21k [4],
CIFAR-100 [5], and VTAB [6] after a Transfer Learning
(TL) process consisting of a pre-training on a large-scale
dataset, JFT-300M [7], and a fine-tuned procedure. Com-
pared to state-of-the-art CNN solutions, the promising results
shown by theViT architectures in CV image recognition tasks
inspire, among other factors, the presentation of the current
work.

A. MOTIVATION
We present Vision Transformers for Vascular Biometric
Recognition in an attempt to promote and keep VBR updated
as one of the most promising biometric solutions in terms
of security and respect for user privacy. The current study
is the first to apply Transfer Learning to Vascular Biomet-
ric Recognition (VBR) by utilizing pre-training and fine-
tuning on Vision Transformers (ViTs) [2] to showcase the
superior performance of ViTs over this modality. In order to
validate this concept [2], whose results exceed the state-of-
the-art CNN solutions, and to demonstrate the ViTs image
recognition versatility over other image recognition tasks,
the presented self-attention models have been pre-trained on
the midsized ImageNet-1k and ImageNet-21k datasets and
have been fine-tuned on fourteen smaller VBR databases.
We proposed this solution following the idea stated in [2]
of pre-training in a more extensive dataset, the non-public
Google JTF-300M [7] in [2], than the one used for fine-
tuning, the public ImageNet dataset in [2].

As a final reason behind this study, we would like to
reinforce the latest Transfer Learning methods as part of the

key Deep Learning solutions for image recognition when a
small-size dataset is used, as is the case in the VBR field
(less than 100 samples per class). Furthermore, it is important
to point out that we have already shown the excellent results
of TL methods for the VBR field in [8], and they have also
been extensively investigated for other image recognition
purposes. We would also like to inspire other researchers
focused on other imaging-based biometric modalities, such
as Facial and Iris recognition, to follow TL solutions and,
specifically, TL Vision Transformers architectures.

B. CONTRIBUTIONS
In this study, for the first time to the limits of our knowl-
edge, Vision Transformers have been widely and successfully
applied in Vascular Biometric Recognition by presenting a
Transfer Learning process consisting of pre-training on pub-
lic image recognition datasets and fine-tuning on fourteen
state-of-the-art databases of the four main VBR variants.

We independently pre-train four different ViTs (pure ver-
sion in Fig. 1) on ImageNet-1k and ImageNet-21k and
fine-tune on the following state-of-the-art vein datasets
for finger, palm, hand dorsal, and wrist: HKPU, UTFVP,
FV-USM, PLUSVein-Contactless Finger Vein Database,
and NUPT-FPV; CASIA Multi-Spectral, PUT, VERA
Palmvein, and PLUSVein-Contactless Palm Vein Database;
Bosphorus Hand Vein Database; and PUT, UC3M-CV1, and
UC3M-CV2.

Moreover, to contribute to the Vascular Biometric Recog-
nition field, we collect and introduce a new contact-
less wrist vein dataset, UC3M-CV3 (University Carlos III
of Madrid-Contactless Version 3), providing a biometric
hygienic modality for these COVID-19 demanding times.
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The 4800 infrared images of this database have been acquired
from 100 people (200 independent wrists) using two non-
modified smartphones, as we already showed in [8] and [9]
with UC3M-CV2. In addition, we introduce a CV automatic
acquisition method based on the Haar Cascade algorithm [10]
called Wrist Vascular Haar Cascade (WVHC) to simplify the
collection process of the 4800 images of UC3M-CV3.

In light of the promising results discussed according to the
ISO/IEC 19795-1 standard [11] and verified over several vein
datasets, we can confirm that ViT Neural Networks should be
considered as a new successful solution in the state-of-the-art
of VBR when they are trained following a Transfer Learning
procedure. Most of the TL CNN solutions found in the VBR
state of the art, including our previous research [8], have been
outperformed.

C. RELATED WORK
ViT architectures have started to be explored since their pure
introduction in 2020 [1]. These Neural Network structures,
based on attention mechanisms, are being applied and studied
in different CV tasks such as image classification [12] and
object detection [13]. Additionally, they can be found in
more challenging missions like image segmentation (seman-
tic, instance, and panoptic) [14], [15], [16] or even image
generation with the introduction of ViTGAN [17].

Following the image classification target, pre-trained
ViTs have demonstrated their promising performance in
some biomedical research (COVID-19 detection, pulmonary
nodule characterization, and cancer detection, among oth-
ers) [18], [19], and a reduced number of biometrics stud-
ies [20], [21]. To the best of our knowledge, the proposed
study is not only a pioneering Vascular ViT work but also
represents one of the earliest biometric recognition solutions.

Before analyzing the current Deep Learning (DL) algo-
rithms for VBR, the primary state-of-the-art vein recognition
datasets have been reviewed in the next section for the four
main variants: finger, palm, hand dorsal, and wrist.

1) DATASETS
Even though we have focused our efforts on the algorithm
and computational performance, Table 1 reports not only the
main dataset features, i.e., modality, number of subjects, sam-
ples, sessions, images, and year but also two important factors
of the research VBR hardware efforts and advances: system
miniaturization-integration and comfort-hygiene usability.
Both key aspects nowadays are considered in this work and
have been summarized as contactless usability and processing
hardware in the last column of Table 1.
For a deeper study of all existing vein datasets, we strongly

recommend the Handbook of Vascular Biometrics [22],
where most of these datasets (among others) are summarized,
including even the least-explored VBR modality: retinal vas-
cular recognition.

1) Finger vein datasets: This vein recognition modality
is the most relevant and explored method in research

with numerous public [23], [24], [25], [26], [27], [28]
and privately-distributed databases [29] acquired since
(even before) 2010, as shown in the first four rows of
Table 1.
This VBR variant is commonly based on near-infrared
light transmission, unlike the rest of the VBR
modalities that follow the light reflection prin-
ciple. Near-infrared light transmission requires a
more complex system shape to prevent all contact
between user and sensor. That is probably why most
state-of-the-art datasets were collected with physical
contact.
However, various recent studies have surpassed this
constraint by presenting non-contact solutions [30],
[31]. Furthermore, in March 2021, Hitachi introduced
its commercial contactless finger vein device based on
light reflection: ‘‘Finger Vein Biometric Authentication
Unit (C-1)’’ [32].
From Table 1, it is important to mention that even
though state-of-the-art vascular recognition techniques
are deeply immersed in the Deep Learning paradigm,
which should be based on massive datasets, the num-
ber of images per class does not seem to increase
considerably in the finger vein world. However, new
public datasets such as [28] try to change this trend
by including 20 captures per finger vein class and
combining them with the corresponding 20 fingerprint
classes.
Most of the state-of-the-art datasets and all of those
presented in Table 1 were acquired using a laptop or
PC, which requires a greater focus on the acquisition
hardware than the processing hardware development
and the full system integration.
To test the proposal ViT architectures, we have
employed the public datasets HKPU [23], UTFVP [25],
FV-USM [26], PLUSVein-Contactless Hand Vein
Database [27], and NUPT-FPV [28].

2) Palm vein datasets: As Table 1 shows, palm VBR
(based on near-infrared light reflection) has demon-
strated constant contactless usability with VERA
PalmVein [33] and PLUSVein-Contactless Hand Vein
Database [27] since 2015. This is in sharp contrast with
finger VBR, due to the hardware constraints previously
cited.
The number of subjects is similar to finger vein
datasets, varying approximately between 50 and
100 individuals but with fewer independent recogni-
tion areas for each. A higher number of individual
users/areas per subject (usually 6 fingers instead of
2 hands) could explain why palm vein datasets typi-
cally contain more images/samples per class: it is less
tedious for each volunteer to be enrolled by a palm
than 3 fingers. A recent study published in 2021 [34]
provides 47 samples per class (and even in different
contactless hand positions) in concordance with the
current DL times.
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TABLE 1. Vascular biometric recognition (VBR) datasets.
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All the Table 1 datasets for palm veins are publicly
available except for Liang et al. [34] (image set) and
have been tested in this work.

3) Hand dorsal vein datasets: Databases using the hand
dorsal are less common in the state-of-the-art VBR.
The number of images per class is again higher than
in finger datasets and similar to palm datasets, with
around 10-30 images. To our knowledge, most of the
existing vein dorsal datasets were acquired using a
contact system.
All the datasets reported in Table 1 are publicly avail-
able. However, only the Bosphorus Hand image set [35]
has been used in this study because PROTECTVein
[36] was not obtained, and FYO-Dorsal [37], which is
a subset of the multimodal FYO cannot be used, in our
opinion, for unimodal vein recognition (2 samples per
dorsal class).

4) Wrist vein datasets: Finally, in this Vascular Biomet-
ric Recognition datasets summary, Table 1 shows
the current wrist VBR datasets [38], [39], [40].
As the last three rows infer, we are focusing on
promoting not only this VBR modality but also the
contactless human-system interaction and the hardware
miniaturization/integrability by even embedding a DL
(CNN) model into several smartphones [8] and explor-
ing VBR ViTs (the proposed study) for the first time in
this modality.
In this research, the public PUT database [38] has been
used along with UC3M-CV1 [39], UC3M-CV2 [9],
UC3M-CV1+CV2 [40], and UC3M-CV3 (proposed in
this work).

2) RECOGNITION ALGORITHMS
Although Convolutional Neural Networks are not included
in the main line of research explored in this work, state-
of-the-art VBR algorithms are exposed in this section high-
lighting the two current Deep Learning trends followed so
far: the already mature VBR paradigm of CNN architectures
(present) and the still unexplored self-attention structures
(future).

1) Convolutional Neural Networks: At the expense of tra-
ditional Machine Learning, it is well known that Deep
Learning algorithms, based on Neural Networks, have
conquered not only Computer Vision (by using CNNs)
but also every process that requires an intelligent algo-
rithm: from text translation using Recurrent Neural
Networks (RNNs, NLP) to speech recognition using
MultiLayer Perceptron (MLP) Neural Networks.
State-of-the-art VBR solutions have been explored by
moving from basic vein-designed CNNs with a few
convolutional layers, through more advanced archi-
tectures, such as VGG16 and VGG19 [41] with
2 and 3 blocks of convolutional levels, to one of
the most sophisticated and deepest networks, ResNet
[42], which consists of more than 152 layers. ResNet

established the micro-architecture concept through the
residual model.
This path, strongly influenced by the CV image
recognition advances through challenges such as the
ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) [4], was established around 2017, as Table 2
infers. In this sense, Liu et al. [43] proposed a basic
CNN designed by them, consisting of 5 layers and
based on the AlexNet architecture [44]. This CNN
obtained a high performance (Equal Error Rate, EER=

0.80 % and True Positive Identification Rate, TPIR =

99.53 %) on the SDUMLA [24] finger vein dataset
(87-13 % train-test). In this vein benchmark,
Hong et al. [45] tested the VGG16 architecture by
applying Transfer Learning (fine-tuning) supported by
the ImageNet dataset.
The EER achieved was 3.91 % for a 2.5-97.5 % test-
train (data augmentation) closed scenario. Jhong et al.
[46] also presented a VGG16-inspired solution for the
palm modality using their private database. In this
case, they achieved good biometric performance with
TPIR= 96.54%but withwhat can be considered a high
training percentage of 90-10 train-test set for a dataset
of 30 subjects and ten images per palm.
Along this journey, while the image recognition archi-
tectures were going deeper, VBR works followed this
trend by exploring the VGG19 architecture (older
cousin of VGG16) in [8] and the also previously cited
research proposed by Hong et al. [45] (worse results
than VGG16).In 2019, Al-Johania et al. [47] obtained,
for the dorsal Bosphorus dataset [35], a TPIR of 99.0%,
99.25 %, and 95.51 %, respectively, for the AlexNet,
VGG16, and VGG19 in an 80-20 train-test scenario.
Along with [8], these are some of the few studies
that widely argue that the Transfer Learning concept
applied to VBR is an excellent solution to the lack of
VBR data.
Table 2 also includes two works from 2018 and
2019, [48] and [49], where ResNet50/ResNet101 and
DenseNet161 [50] were implemented on the public
SDUMLA finger vein dataset. Other studies, such
as [51] on the CASIA [52] image set, proposed their
own-designed CNNs.
As we propose a different Neuronal Network paradigm
for theVBRworld based onVision Transformers, in the
next section and Table 3, our approach is closely com-
pared to the four existing vein self-attention studies.
To evaluate the results with the previous DL state-of-
the-art solutions, the last row of Table 2 includes the
obtained performance.
It’s noteworthy that most literature works train CNN
models from scratch, as our analysis shows. How-
ever, our proposed Transfer Learning results can be
compared against [45], [47] and directly against [9]
by using the same datasets and train-test split.
As expected, it seems the pre-trained ViTs surpass
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TABLE 2. State-of-the-art deep learning solutions for VBR.

TABLE 3. State-of-the-art self-attention-based solutions for VBR.
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the biometric performance of all the previously cited
works.

2) Self-Attention-based Networks: Since 2018, after the
success of Transformers in NLP induced by the release
of ‘‘Attention Is All You Need’’ [1] (2017), some
Computer Vision works, [53] and [54], focused their
efforts on combining CNN architectures with attention
techniques or entirely replaced the former networks by
the latter structures.
Along the same lines, regarding VBR, Huang et al. [55]
introduced, for the first time to the best of our knowl-
edge, the attention concept for vein identification.
In 2020, Huang et al., presented a CNN (inspired in
ResNet50 [42]) combined with a spatial attention mod-
ule (based on the CNN U-Net [56]) inserted into the
first layers of the entire architecture. In the following
year, in the wake of the previous idea of introduc-
ing spatial information to the network, Huang et al.
[57] presented a CNN-like structure along with vas-
cular joint attention micro-architecture. In this case,
the structure was used for finger vein authentication
in a closed-set scenario and training from scratch
(80-20 % train-test ratio). The results obtained were
the following: EER 0.35 %, 0.08, 0.34 %, and 0.49 %,
respectively, on SDUMLA-HMT, MMCBNU_6000,
FV-USM, and their self-built FV-SCUT.
But it was not until October 2020 that Dosovitskiy et
al. [2] introduced a pure self-attention Computer Vision
algorithm in ‘‘An Image isWorth 16×16Words: Trans-
formers for Image Recognition at Scale’’: the Vision
Transformer.
In 2021, after this revolutionary approach and follow-
ing the promising results shown in different CV tasks,
Lu et al. [58] proposed, for the first time as far as
we know, a Neuronal Network consisting of a Vision
Transformer architecture. They trained four ViTs from
scratch in a closed scenario on the public finger vein
datasets FV-USM, SDUMLA, and MMCBNU_6000,
obtaining TPIRs of 93.5 %, 91.75 %, and 91.84 %,
respectively, for a train-test percentage of 84-16 %,
67-33 %, and 80-20 %. These ViT results, which do not
seem to improve on the previous state-of-the-art CNN
performance but open a new VBR paradigm, could
be enhanced using TL techniques, as we present in
an innovative fashion in the following sections of this
work.
In May 2022, Huang et al. [59] widely demonstrated
excellent results for the first time by applying ViTs on
several public databases to finger vein authentication in
this case.
After these two ViT from-scratch approaches, in this
work, we pioneered a Vision Transformer solution not
only for finger vein identification and authentication
but also for the palm, dorsal, and wrist modalities com-
bating the lack of vein data by using Transfer Learning

(pre-training in a different image classification bench-
mark + fine-tuning).

II. VISION TRANSFORMERS (ViTs)
The following two sections detail the original ViT architec-
ture and the differences between Transfer Learning on CNNs
and ViTs.

A. ARCHITECTURE
Fig. 1 shows the model overview of the pure ViT presented
in [2] and adapted for VBR in the current work. First of all, the
input image of H x W size is divided into 2D square patches
(xp) of P x P size and C channels. Therefore the resulting
number of these square patches is N =

H ·W
P2

:

xp ∈ RN×(P2C), (1)

where C is the number of channels in the input image. For
example, as Fig. 1 exemplified, for a 240× 240 square image
(H x W) with a patch size of 80 × 80 pixels (P x P), there are
9 patches (N =

H ·W
P2

=
240·240
802

= 9) of size 80 × 80 x 3 (C =

3, RGB image). Then these patches are flattened into a 1D
array obtaining a (P2 · C) x 1 vector. This process replicates
the 1D sequence of token embeddings in NLP Transformers.

The patches are linearly projected (E in (2)), obtaining
(N+1) x D vectors (patch embeddings, pNe = xNp · E) by
following (2).

z0 =


xclass
x1pE
x2pE
...

xNp E

 + Epos =


xclass
p1e
p2e
...

pNe

 + Epos

where E ∈ RP2C×D and Epos ∈ R(N+1)×D

(2)

D is the depth or hidden dimension of the Transformer.
In addition, the position of each patch is included (Epos) to
preserve the positional information, and xclass (xclass=z00) is
the learnable parameter included in place 0. This sequence of
patch embeddings is the input of the Transformer encoder.

As Fig. 1 shows, the Transformer encoders (or Transformer
layers L) are implemented by adding a Multihead Self-
Attention (MSA) and a MultiLayer Perceptron (MLP) block
after a normalization layer. A residual connection is included
between each normalization layer input and the output of the
MSA and MLP blocks (Fig. 1 right), as it is respectively
described by (3) and (4):

z′
l = MSA(LN(zl−1)) + zl−1, l = 1 . . . L (3)

where l is the layer ViT index and LN a normalization layer,

zl = MLP(LN(z′
l)) + z′

l, l = 1 . . . L (4)

where l is the layer ViT index and LN a normalization layer.
We recommend the original ViT paper [2] for more details

about the MSA layer.
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FIGURE 2. CNN transfer learning vs. current ViT transfer learning.

Finally, zL0 (coming from the learnable embedding xclass)
is the output of the ViT that is normalized (5) and converted
into a final decision class label by an MLP block.

y = LN(z0L)

where z0L is the identification decision and

the output of the ViT the in last layer L (5)

This decision head is implemented by an MLP during the
ViT pre-training and by a linear layer during the fine-tuning.
In the hybrid ViT version, instead of dividing the input image
into several patches that pass through the Transformer, the
output of a CNN (a ResNet50, for example), acting as a
feature extractor, is the input of the ViT.

B. CNN TRANSFER LEARNING VS. VIT TRANSFER
LEARNING
1) CNN TRANSFER LEARNING
As Fig. 2 summarizes and according to what is widely
explained in [60], Transfer Learning is usually applied in the
CNN world following two variants:

1) Feature extractor: a CNN is pre-trained in a medium-
large dataset to extract unique features that are then
classified for the required recognition task with a tra-
ditional non-DL Machine Learning method such as
Logistic Regression (Fig. 2).

2) Fine-tuning: a CNN is pre-trained in a medium-large
dataset to extract unique features. First, the head of the
CNN and then the entire network is retrained (fine-
tuning) in the required recognition task.

2) VIT TRANSFER LEARNING
Vision Transformers have been explored by using the TL
fine-tuning technique: theViT is pre-trained onmedium-large
datasets and retrained on the desired task by replacing the
classification head with a zero-initialized head. Commonly
ViTs are fine-tuned using a dataset with higher-resolution
images.

III. VASCULAR BIOMETRIC RECOGNITION DATABASES
In this section, the pre-training datasets ImageNet-1k and
ImageNet-21k (image classification tasks) and the proposed

contactless wrist dataset, UC3M-CV3, directly acquired
using two smartphones, are detailed before exploring the ViT
model that we are presenting. The details of the 13 remain-
ing state-of-the-art vein datasets used in this work for
finger (HKPU, UTFVP, FV-USM, PLUSVein-Contactless
Finger Vein Database, andNUPT-FPV), palm (CASIAMulti-
Spectral, PUT, VERA Palmvein, and PLUSVein-Contactless
Palm Vein Database), hand dorsal (Bosphorus Hand Vein
Database), and wrist (PUT, UC3M-CV1, and UC3M-CV2)
are collected in Appendix A.

A. IMAGENET
We have used this well-known middle-size benchmark to
pre-train the proposed ViTs. ImageNet was revealed in
2009 by Deng et al. [3] and is one of the most popular
datasets in the CV image recognition world. The pre-training
has been divided into two training processes. Firstly, we use
the 21-k version of ImageNet. This dataset contains over
14 million RGB images with more than 21,000 distinct object
categories ranging from any kind of animal to all types of
vehicles. Secondly, to follow a fine-tuning refinement process
that concludes with vein recognition training, we pre-train
again using, in this case, ImageNet-1k, a subset of ImageNet
consisting of 1.3 million images and 1000 object classes.

The pre-trained process on these datasets allows the ViT
models to learn a broad range of generic imaging fea-
tures, which are then refined during the fine-tuning distill-
ing procedure to obtain unique and discriminative vascular
characteristics of each individual. The public nature of these
state-of-the-art benchmarks, combined with the described TL
procedure, make this data not only suitable for VBR but also
for other biometric recognition modalities.

B. FINE-TUNE: UC3M-CV3 - PROPOSED CONTACTLESS
WRIST VEIN DATASET ON SMARTPHONES
Following the line of our two previous contactless databases
presented in [9] and [40], UC3M-CV1 (UC3M-Contactless
Version 1) and UC3M-CV2 (UC3M-Contactless Version 2),
we expand the latter by introducing UC3M-CV3, which dou-
bles the number of subjects. This new dataset consists of
4800 vein images captured from both wrists of 100 volunteers
in two separate sessions per each individual (12 samples
per wrist and session). The interval between sessions was
between 2 and 4 weeks. The 24 samples for each wrist
were automatically acquired in 24 different user attempts.
We fine-tune our double pre-trained ImageNet ViTs on this
benchmark and the mentioned VBR datasets described in
Appendix A.

UC3M-CV3 was collected during 2021 with the two same
smartphones Xiaomi© Pocophone F1 and Xiaomi© Mi 8
and their integrated facial recognition NIR cameras used in
the precursive UC3M-CV2. In this case, to improve the user
collection experience and automate the capturing process,
we introduce an automatic wrist tracking algorithm based on
the well-known Haar Cascades [10] method: Wrist Vascular
Haar Cascade (WVHC). This algorithm was trained with
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FIGURE 3. Wrist Vascular Haar Cascade (WVHC) algorithm for UC3M-CV3
data collection. Sample sequence following a traffic light sequence: red,
amber, and green.

the 1200 images from UC3M-CV2 as the positive set and
1000 negative images that include empty background scenes
and SMILES [61] images (grayscale pictures with smiling
and not smiling faces) in a 19-81% composition. This combi-
nation, along with the rectangle guiding algorithm included
in WVHC and shown in Fig 3., prevents the possible wrist
tracking false positives caused by background and volunteer
faces features.

The users placed the WVHC tracking rectangle for each
capture between the two other guiding rectangles, as Fig 3.
shows. The volunteers were guided through three traffic light
transitions or states:

1) Red: the two guiding rectangles light up red when users
place the WVHC tracking rectangle between them
(Fig. 3). The user must move the wrist so that the white
tracking rectangle is positioned between the guiding
interior and exterior squares and hold this position for
2 seconds to progress to the next stage. If not, the
sequence starts again.

2) Amber: the two guiding rectangles light up green when
the user keeps the WVHC tracking rectangle between
them (Fig. 3). The user should hold the wrist still for
1 second to advance to the next estate. If not, the
sequence starts again.

3) Green: After onemore second of preserving the wrist in
the same position, the sample is captured. In this state,
the guiding lines illuminate green (Fig. 3).
This algorithm sequence provides feedback to the
user on how to place the wrist correctly and ensures
certain repeatability across samples from all users,
as Fig. 3 shows. The Wrist Vascular Haar Cascade was
trained in 16 states for approximately 2 hours using a
24 × 24 pixel window size acquiring 162,336 unique
features.
To obtain more details about the capturing hardware,
we recommend consulting [9].
The greyscale images (8 bit/pixel monochromatic
images with values from 0, black, to 255, white)
with 640 C–480 resolution (VGA) has been stored
in JPEG/JFIF compressed format. Table 1 and (6)

TABLE 4. Details of the pure vascular ViTs implemented.

TABLE 5. Details of the hybrid vascular ViT implemented.

summarize the values of this database (24 images per
class, 200 classes):

100 subjects × 2 wrists × 12 samples

× 2 sessions = 4800 images (6)

IV. VISION TRANSFORMERS (ViT) FOR VASCULAR
BIOMETRIC RECOGNITION
A. ARCHITECTURE
In this study, three pure Vision Transformer architectures
have been implemented and tested for Vascular Biometric
Recognition: ViT Small (ViT-S) [62], ViT Base (ViT-B) [2],
and ViT Large (ViT-L) [2], and one hybrid structure, combin-
ing the output of the ResNet50 CNN and the Vit-L (R50 +

ViT-L) [2]. All parameters of the pure ViT, including the
number of layers or ViTs blocks (L), the hidden dimension
(D), the number of self-attention heads (A), the number of
parameters (in Millions), the patch size, and the number of
patches (N) are shown in Table 4.

Table 5 summarizes the values for the hybrid ViT com-
posed of the ResNet50 architecture and the ViT-L32.

We have implemented ViT-S/16, ViT-B/32, ViT-L/16, and
ResNet50+ViT-L/32 for the fourteen vein datasets. The size
of the MLP block (output of each L layer of the ViT encoder)
is 4 times (4·D) the hidden size (D), except for the small ViT
version (ViT-S), which is 8 times (8·D).

The number of patches (N) for ViT-S/16, ViT-B/32, and
ViT-L/16 is 196, 49, and 196 because all the images employed
have been rescaled to 224 × 224 (N =

H ·W
P2

). The hybrid
model is composed of the ResNet50 that consists of 4 stages
or blocks of 3, 4, 6, and 3 bottlenecks. The output feature map
of the CNN is the input to the ViT-L/32.

It is important to note that hybrid ViT models have been
previously and successfully employed in the literature for
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other Computer Vision recognition tasks combining the local
feature extraction abilities of CNNs with the high-level rela-
tionships capture of ViTs. However, due to the training com-
plexity, apart from the 4 pure ViTs previously detailed in this
work, only the ResNet50 + ViT-L/32 has been successfully
fine-tuned.

B. PRE-TRAINING
As was previously indicated, the 4 different ViTs have been
pre-trained, firstly on ImageNet-21k, which contains more
than 14 million images (21,000 classes), and secondly on
ImageNet-1K (1,000 classes and 1.3 million mages). In this
process, all images have been secured from being reused, as it
is described in [62]. All models, pre-trained by S. Paul, can
be found in [63] for TensorFlow© implementations.

1) IMAGENET-21K
For this pre-training procedure, the models were trained [63]
during 300 epochs with the Adam (AdaptiveMoment Estima-
tion) optimizer (with β1 = 0.9 and β2 = 0.999) and a batch
size of 4096 images.

A linear learning-rate warmup followed by a cosine decay
(10,000 total steps) has been applied (example in Fig. 4). The
base learning rate was 0.001.

The resolution of all input images was 224 × 224.

2) IMAGENET-1K
After the ImageNet-21k, the models were retrained [63] with
the Stochastic Gradient Decent (SGD) optimizer (momentum
γ = 0.9) using a batch size of 512.

A linear learning-rate warmup of 500 steps followed by a
cosine decay of 19.500 steps has been applied (example in
Fig. 4). The base learning rate was 0.01 and 0.03.

All input images were 224 × 224.

C. FINE-TUNING
The Transfer Learning process has been achieved after a
ViTs training refinement process. This fine-tuning procedure
to identify each user of the fourteen vein datasets demon-
strates the powerful performance and versatility of Vision
Transformers.

All the models have been fine-tuned during 50-80 epochs
with a Stochastic Gradient Decent (SGD) optimizer and a
base learning rate of 0.03-0.06 followed by a cosine decay
after a previous linear warmup (except for some hybrid ViT
models) that always starts at 0.006 (example in Fig. 4).
The linear warmup has been performed in all cases during
10 steps. The batch size oscillates between 8 and 64 images.

As previously mentioned, the input image size of all ViTs
has been set to 224 × 224 x 3 in accordance with the Ima-
geNet pre-training. All images have been rescaled to this size.
A Region Of Interest (ROI) extraction was only carried out
for the FV-USM fine-tuning process. In this specific case,
the images were centrally cropped from 640 × 480 to 20 ×

400 in an effort to minimize the impact of background noise

FIGURE 4. Learning rate schedule: linear warmup + cosine decay for the
ViT-S/16 model on UC3M-CV3.

before being resized to 224 × 224. This step was likely
demanded due to the training complexity introduced by the
limited number of samples per class.

Equation (7) exemplifies the learning rate schedule for the
example of Fig. 4: ViT-S/16 model on UC3M-CV3 (50-50 %
train-test ratio):

Total_steps =
Number_of _training_images · Epochs

Batch_size

=
2400 · 60

64
= 2250 (7)

All data, whenever possible, has been split into 50-50 %
and 75-25 % train-test subsets.

The ViT models have been fine-tuned using Python 3.7.9
programming language, TensorFlow© 2.0 (2.6.0 version)
open-source library, and its Keras© (2.6.0 version) API.

The processing has been carried out using the NVIDIA®

GeForcer® RTX 2080 Ti (11 GBGDDR6memory) GPU and
the 9th Generation Intel® CoreTM i9k (64-bit, 16 GB of RAM,
3.6 GHz) CPU of the Dell© Alienware Aurora R8 computer
with Windows 10 Home OS.

The Cuda® parallel computing platform (version 11.2) has
been used to perform the CPU-GPU communication to par-
allelize the computations. Table 6 summarizes the number of
epochs, the base learning rate, and the batch size for the tested
datasets of the finger, palm, dorsal, and wrist modalities.

Table 6 shows that for most of the ViT-S/16 and ViT-B/32
structures, the number of epochs, the base learning rate, and
the batch size is 60, 0.06, and 64. For ViT-L/16, these values
are 60, 0.03, and 8. We assume that the ViT-L architecture
requires this base learning and batch size reduction due to its
larger size (more L layers and larger D dimension). There-
fore the training process is softer. For the same reason, the
ViT-R50+L/32 models have been optimally trained with an
initial 0.006 learning rate schedule without following the pre-
vious linear warmup. It is also interesting to emphasize that
ViT-S/16 and ViT-B/32 have been trained over the CASIA
dataset during 80 epochs. In this case, and as discussed in the
experiments’ session, we hypothesize that the lack of data
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(only 6 independent samples per user) requires long train-
ing and probably means an inadequate model generalization
ability.

V. EXPERIMENTS AND RESULTS
In this work, the biometric and offline computing per-
formance for the four explored ViT structures have been
obtained following the ISO/IEC 19795-1 [11] for vas-
cular biometric identification.Therefore, the proposed ViT
structures are evaluated based on two criteria: accuracy
of individual identification in each database and speed of
each attempt, evaluating the time required to achieve this
performance.

A. BIOMETRIC PERFORMANCE
To verify the identification performance the Cumulative
Match Characteristic (CMC) plots shown in Fig. 5 to 8
represent the True-Positive Identification Rate (TPIR) over
the returned rank (R). The Failure-To-Enrol Rate (FTER) and
the Failure-To-Acquire Rate (FTAR) are unknown for all the
datasets.

All CMC curves show the rank 1 value (R= 1) highlighted
with a start, as the legend indicates. Therefore, according
to the reduced size of the employed databases (from 84 to
840 unique users), we consider rank 1 as the only significant
value to obtain appropriate conclusions.

1) FINGER
Fig. 5 shows the CMC curves for the three finger vein
datasets in which we obtain remarkable results: HKPU V1.0,
FV-USM, and NUPT-FPV.

It is worth noting that, some palm vein datasets, the
lack of samples per class made it impossible to achieve
successful ViTs biometric performance, even after applying
crop, rotation resize, and flip data augmentation. We identi-
fied this problem in the UTFVP and PLUSVein-Contactless
Palm datasets. They only consist of, respectively, 4 and
5 per class. We consider inaccurate/erroneous practices to
obtain robust authentication/identification algorithms with
these reduced numbers of images per user/class in the Deep
Learning paradigm. After experimenting with the four ViT
structures and the fourteen vein datasets, we reinforce this
claim by not obtaining relevant results over the UTFVP
and PLUSVEIN-Contactless finger datasets. In the FV-USM
case, the dataset has been split into 60-40 % (7-5 images per
class) and 75-25 % (9-3 images per class) train-test subsets
to be able to train the ViTs, instead of the desired 50-50 %
(6-6 images) and 75-25 % (9-3 images). With the pro-
posed architectures and this vein recognition variant, at least
7 images per class were necessary for training, as we confirm
with the palm vein CMC curves (6 images in this case).

2) PALM
Fig. 6 includes the CMC plots for the four palm vein datasets:
CASIA Multi-Spectral, PUT Palm, VERA Palmvein, and
PLUSVein-Contactless Palm Vein Database.

Following the previous results obtained on the FV-USM,
UTFVP and PLUSVEIN-Contactless finger datasets, the
CASIA and PLUSVein-Contactless Palm databases have
been respectively split into 67-33 % (8-4 images per
class) and 83-17 % (10-2 images per class), and 60-40 %
(6-4 images) and 80-20 % (8-2 images) train-test sets.
All the multispectral correspondence samples have been
used in the same subsets, i.e., the sample of one user
at 850 nm and the same sample at 940 nm (950 nm in
PLUSVein-Contactless Palm dataset) are used just for train
or validation. For this reason, we do not split the data
into 75-25 % (odd number of samples) train-test subsets but
83-17 % and 80-20 %.

As it has been anticipated, at least 6-7 images per user
have been required to train the proposed vein ViTs properly.
Definitely, these values depend on the image features. It also
should be considered that testing the models with 2 images is
not precise enough. Furthermore, the models over all datasets
should test in real-time to correctly verify the performance for
a final real application. In this sense, the computational time
performance is shown in the next section.

3) DORSAL
Fig. 7 provides the CMC curves for the unique dorsal vein
database used: Bosphorus Hand Vein Database (vein set).
This dataset consisting of 12 low-quality dorsal samples for
the 100 independent classes has been split into 50-50 % and
75-25 % train-test subsets.

As shown later, ViT-L/16 obtains the best biometric perfor-
mance not only in this VBRmodality but also the other three.
As expected, the greater the amount of data used for training,
the smaller the amount employed for testing and, inevitably,
the higher TPIR values, as demonstrated by comparing the
50-50 % train-test and 75-25 % train-test curves.

4) WRIST
Fig. 8 shows the CMC curves for the four wrist vein datasets
tested, PUTWrist, UC3M-CV1+CV2, and UC3M-CV2, and
the proposed non-contact UC3M-CV3 database.

Table 8 summarizes the highest ViT performance on the
fourteen vein databases.

Upon evaluating Table 8 and all CMC curves, it is
clear that ViT-L/16 is the best-performing vascular ViT,
achieving the highest biometric classification outcomes for
all the tested datasets except for the NUPT-FPV (vein
set) database, although the difference is not excessive
(TPIR75-25 @ ViT-B/32 = 98.48 % vs. TPIR75-25 @
ViT-L/16 = 97.69 %). These results are consistent with the
findings of the original ViTs article, where larger ViT archi-
tectures are associated with better performance. It is truly
remarkable that ViT-L/16 accomplished a TPIR of more than
98 % for all datasets except CASIA (TPIR50-50 = 96.00 %)
and Bosphorus (TPIR50-50 = 97.67 %), in the 50-50 %
train-test scenarios. This value increases up to over 99 %
except for CASIA (TPIR75-25 = 97.75 %) and UC3M-CV2
(TPIR75-25 = 98.83 %) with the 75-25 % train-test subsets.
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FIGURE 5. Biometric performance: CMC curves for the four proposed transfer learning ViT architectures
(ViT-S/16, ViT-B/32, ViT-L/16, and ResNet50 + ViT-L/32) pre-trained on ImageNet and fine-tuned over the
finger vein datasets split in 50-50 % and 75-25 % train-test sets. The continuous and line-line curves in
different colors show the ViTs performance on the HKPU V1.0, FV-USM, and NUPT-FPV datasets. The TPIR
at rank 1, TPIR (N, R = 1, T = 0), for each curve is provided in the legend.

FIGURE 6. Biometric performance: CMC curves for the four proposed transfer learning ViT architectures
(ViT-S/16, ViT-B/32, ViT-L/16, and ResNet50 + ViT-L/32) pre-trained on ImageNet and fine-tuned over the
palm vein datasets split in 50-50 % and 75-25 % train-test sets. The continuous and line-line curves in
different colors show the ViTs performance on the CASIA Multi-Spectral, PUT Palm, VERA Palmvein, and
PLUSVein-Contactless Palm Vein datasets. The TPIR at rank 1, TPIR (N, R = 1, T = 0), for each curve is
provided in the legend.
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FIGURE 7. Biometric performance: CMC curves for the four proposed transfer learning ViT architectures
(ViT-S/16, ViT-B/32, ViT-L/16, and ResNet50 + ViT-L/32) pre-trained on ImageNet and fine-tuned over the
dorsal vein dataset split in 50-50 % and 75-25 % train-test sets. The blue continuous and green line-line
curves in different colors show the ViTs performance on the Bosphorus Hand Vein Database (vein set).
The TPIR at rank 1, TPIR (N = 100, R = 1, T = 0), for each curve is provided in the legend.

FIGURE 8. Biometric performance: CMC curves for the four proposed transfer learning ViT architectures
(ViT-S/16, ViT-B/32, ViT-L/16, and ResNet50 + ViT-L/32) pre-trained on ImageNet and fine-tuned over
the wrist vein datasets split in 50-50 % and 75-25 % train-test sets. The continuous and line-line curves
in different colors show the ViTs performance on the PUT Wrist, UC3M-CV1+CV2, UC3M-CV2, and
UC3M-CV3 datasets. The TPIR at rank 1,TPIR (N=100, R = 1, T = 0), for each curve is provided in the
legend.
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TABLE 6. Vein fine-tuning hyperparameters details for the finger and palm vascular datasets.
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TABLE 7. Vein fine-tuning hyperparameters details for the dorsal hand and wrist vascular datasets.

When analyzing the wrist vein results, ViT-L/16 achieves
TPIR higher than 98 % (50-50 %) for all four sets. It is also
notable that the two CMC curves for the train-test scenario
are quite similar in the UC3M-CV3 case per each ViT
architecture. Given that the capture hardware for UC3M-CV2
and UC3M-CV3 is the same (i.e., two unmodified
smartphones: Xiaomi© Pocophone F1 and Xiaomi© Mi
8), we hypothesize that the high-quality data automatically
acquired by the novel WVHC algorithm without operator
intervention is what makes the difference. Furthermore, the
ViT performance, particularly in the 50-50 % split, is better
for UC3M-CV3 than UC3M-CV2 even though the former
consists of twice as many users, 200. Last but not least,
it is also noteworthy that the UC3M-CV1+CV reaches

the top TPIR in the four ViTs except the ViT-L/16. Once
again, we believe that data is the critical factor because
UC3M-CV1+CV2 is the database with the most samples per
class (36) coming from two different capture devices, which
likely leads not only to higher experimental results but also a
potentially better generalization ability.

B. COMPUTATIONAL TIME PERFORMANCE
1) FINE-TUNING TIME
Table 6 shows the ViT architecture fine-tuning times for each
modality and dataset. As shown, the column for the required
training time illustrates that, as expected from architectures
based on input patches, smaller patch sizes (P) result in a
greater number of patches (N), leading to longer training
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TABLE 8. Biometric performance: Highest TPIRs.

times. Therefore, the original finding from the ViT article is
confirmed and can be verified for the four VBR modalities in
Appendix B (Fig. 10)).

In this sense, Fig. 9 presents the fine-tuning time for the
top biometric performance achieved by the ViTs in all cases
with 75-25% train-test scenarios, as per Table 8. The training
time is plotted against the number of images used per dataset.
The green line in the graph, representing the wrist data, shows
that training time increases linearly as the number of training
images grows. Nevertheless, this linear relationship is not
evident in the finger (blue line) and palm (red line) variants.
In the case of the finger, the NUPT-FPV training had a shorter
time compared to HKPU, despite using 12,600 images for
training rather than 1,890. As previously noted in Table 7,
this discrepancy is attributed to the fact that the best TPIR
was obtained with the ViT-B/32 model instead of ViT-L/16.

The PUT Palm data illustrates this divergence in the
palm vein case. The longer fine-tuning time observed in

FIGURE 9. Computational time performance: Training (fine-tuning) time
for the best ViT biometric performing architectures, i.e., ViT-L/16 in all
cases except NUPT-FPV (ViT-B/32). The 75 % of each database gives the
number of fine-tuning images, which comes from the 75-25 % train-test
split. The blue, red, and green curves link the times for each VBR
modality: finger, palm, and wrist (dorsal hand is only given by the
Bosphorus dataset). The time is represented in minutes on the left y-axis
and hours on the right y-axis. A detailed comparison of all trained ViTs
can be found in Appendix B (Fig. 10).

TABLE 9. Offline ViT computational time for the UC3M-CV3 dataset.

this case compared to PLUSVein-Contactless Palm Vein
(900 vs. 960) can be attributed to the difference in images
format - 24 bit/pixel BMP as opposed to 8 bit/pixel PNG
format, since in terms of resolution and as has been previously
indicated, all input images have been rescaled to 224 × 224.
It makes sense that PUTWrist and PUTPalm obtained similar
fine-tuning times, respectively, and in this case, 75.86 min
(1.26 h) and 76.65 s (1.28 h), with the exact number of images
(900) and image format (24-bit/pixel BMP).

The linear behavior shown in Fig. 9 helps to predict this
key factor – the required fine-tuning time – for real-world
applications that involve thousands of users, such as access
control to stadiums, buildings, or other massive events. It is
important to note that, depending on the final application,
17.3 hours obtained by ViT-L/16 could be considered a sig-
nificant amount of time for NUPT-FPV, which consists of
140 users and 12600 training images.

VOLUME 11, 2023 22075



R. Garcia-Martin, R. Sanchez-Reillo: Vision Transformers for Vein Biometric Recognition

2) INFERRING TIME
The offline computational time workload for direct (rank 1)
identification transactions has been measured by inferring the
testing batches (previously used to validate the models) in
each ViT model in the UC3M-CV3 dataset. Table 9 presents
the arithmetic average of the inference time of ten full-train-
set attempts, i.e., we tested ten times the 900 training images.

VI. CONCLUSION
This work extensively demonstrates the high biometric per-
formance of Vision Transformer across the four primary vein
recognition modalities. Four different ViT architectures have
been successfully trained over twelve state-of-the-art vein
databases. In contrast to the trend in Vascular Biometric
Recognition and to overcome the shortage of massive vein
datasets, the models have not been trained from scratch but
otherwise fine-tuned after an extended pre-training in an
entirely different benchmark task.

Furthermore, a new wrist contactless VBR dataset with
100 users, 200 independent classes, and 4800 images has
been introduced in this sense: UC3M-CV3. In order to stim-
ulate the integration and development of these biometric
modalities, this new database was entirely acquired using
just two non-modified commercial smartphones during two
separate sessions. In addition, the novel three-state algorithm
proposed for automatic image acquisition/enrolment, Wrist
Vascular Haar Cascade (WVHC), shows promising improve-
ments in biometric performance and user sample capture
comfort. This computationally efficient traditional Machine
Learning algorithm was trained using the legacy UC3M-CV2
database.

The three pure ViT implemented, ViT-S/16, ViT-B/32, and
ViT-L/16, generally perform better than the hybrid version,
R50 + ViT-L/32, despite the ViTs creators’ belief that con-
volutional inductive bias works well for small datasets. How-
ever, after analyzing the biometric identification performance
according to the ISO/IEC 19795-1 standard [11], it becomes
evident that ViT-L/16 outperforms the rest, as demonstrated
by the CMC curves and rank-1 table for the twelve datasets.

DL-based solutions require extensive data for model train-
ing, and Vision Transformers is no exception. Furthermore,
they need more images than the previous state-of-the-art
CNNs algorithms. In this sense, the proposed ViTs were not
successfully trained on the UTFVP (4 samples/class) and
PLUSVein-Contactless finger vein datasets (5 samples/class).
Additionally, after following a severe train-test ratio of
75-25 % and 50-50 % across all databases, the ViT only per-
formed correctly on the FV-USM (12 samples/class), CASIA
(12 samples/class), and PLUSVein-Contactless Palm Vein
dataset (5 samples/class) for 60-40% - 75-25 %, 67-33 % -
83-17 %, and 60-40 % - 80-20 % train-test scenarios. This
behavior results from the shortage of data, particularly in the
unsuccessful training on UTFVP and PLUSVein-Contactless
finger vein. Therefore, in order to obtain more realistic sce-
narios for new VBR algorithms, we encourage researchers to

create larger datasets and not rely on evaluations based on
testing models with only 3, 2, or even 1 image.

As demonstrated by the fine-tuning computational time
analysis and the inherent behavior of ViTs concerning their
input patch size, smaller patch sizes (P) result in a greater
number of patches (N) and, therefore, more iterations, leading
to longer training time. We presented the fine-tuning time for
each ViT and dataset across the training images to demon-
strate the viability or infeasibility of the proposed solution in
real applications with thousands of users.

The offline computational time or inference time obtained
evidence reduced unit transaction times, which means the
applicability of VBR ViT in the four variants for real-time
applications such us HPC embedded environments [64].

We hope this work contributes to the Vascular Biometric
Recongion research community and industry to drive further
development and adoption of this technology by pioneering
implemented not only vein TL Vision Transformers but also
DLmodels applied over the 4main vein biometric modalities.

APPENDIX A
VBR DATABASES
A. FINGER
1) HKPU V1.0 (VEIN SET)
The Hong Kong Polytechnic University Finger Image
Database (Version 1.0) was acquired in 2010 using a con-
tactless device. The finger vein subset (near-infrared images)
consists of 2520 images collected from the index and middle
finger of the left hand of 105 subjects. Per finger, 6 samples
were obtained in 2 different sessions using a near-infrared
(NIR) camera and 850 nm LED (Light Emitting Diode) light
(unknown devices) on transmission configuration.

The greyscale images (8 bit/pixel monochromatic images
with values from 0, black, to 255, white) with 513 C– 256
resolution were stored in BMP format. Table 1 and (8) sum-
marize the values of this database (12 images per class,
205 classes):
105 subjects × 2 fingers × 1 hand (left)

× 6 samples × 2 sessions = 2520 images (8)

2) UTFVP
This image set, the University of Twente Finger Vascular
Pattern database, collected in 2012, consists of 1440 finger
vein images. In total, 2 samples per session from the ring,
index, and middle finger of both hands from 60 volunteers
were acquired using a contact device composed of a BCi5
monochrome CMOS camera, B+W 093 infrared filter, and
8 SFH4550 near-infrared LEDs configured in transmission
mode (mirror included).

The greyscale (8 bit/pixel) images with 672 C– 380 res-
olution were stored in Portable Network Graphics (PNG)
format. Table 1 and (9) summarize the values of this database
(4 images per class, 360 classes):
60 subjects × 3 fingers × 2 hands

× 2 samples × 2 sessions = 1440 images (9)
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3) FV-USM
The University of Sains Malaysia built the FV-USM dataset
with 5904 unique images from 123 volunteers in 2013.
In 2 different sessions, 6 samples of the index and middle
fingers of both hands were captured using a contact device
comprising of a Sony© PSEye camera with an IR passing
filter (unknown) and 3 LEDs (unknown) in contact and trans-
mission mode.

The greyscale images (8 bit/pixel monochromatic images)
with 640 C– 480 resolution (VGA) were stored in JPEG
(Joint Photographic Experts Group)/JFIF (JPEG File Inter-
change Format) compressed format. Table 1 and (10)
summarize the values of this database (12 images per class,
492 classes):

123 subjects × 2 fingers × 2 hands
× 6 samples × 2 sessions = 5904 images (10)

4) PLUSVEIN-CONTACTLESS FINGER VEIN DATABASE
The PLUSVein-Contactless Finger Vein dataset is a subset of
the PLUSVein-Contactless Finger and Hand Vein Database.
It was collected by Uhl et al. [27] in 2018 along with the palm
vein subset, which we also tested in this study. The proposed
contactless finger-palm system was designed to capture this
database using a novelty reflection and transmission tech-
nique by an IDS Imaging UI-ML3240-NIR with quantum
efficiency in the NIR spectrum, a MIDOPT FIL LP780/27
NIR-pass filter, five 808 nm NIR laser diodes (transmis-
sion), sixteen 850 nm Osram© SFH 4550 LEDs (reflection),
and sixteen 950 nm Vishay Semiconductors CQY LEDs
(reflection).

In total, in a unique session, 1260 finger vein images were
captured from 42 subjects and their ring, index, and mid-
dle finger of both hands. The greyscale images (8 bit/pixel)
with 1280 C– 1024 resolution (Super XGA) were stored in
PNG format. Table 1 and (11) summarize the values of this
database (5 images per class, 252 classes):

42 subjects × 3 fingers × 2 hands
× 5 samples × 1 session = 1260 images (11)

5) NUPT-FPV (VEIN SET)
In May 2022, Ren et al. [28] presented a multimodal fin-
gerprint and finger vein dataset. The multimodal NUPT-FPV
acquisition system combines an optical sensor and a NIR
camera with 850 nm LED transmission light (unknown
devices).

The finger vein subset used in the proposed work consists
of 16,800 images from the ring, index, and middle fingers
of both hands of the 140 participants. In the 2 sessions,
10 images were captured per finger.

The greyscale images (8 bit/pixel) with 300 C– 450
resolution were stored in BMP format. Table 1 and (11)
summarize the values of this database (20 images per class,
840 classes):
140 subjects × 3 fingers × 2 hands

× 10 samples × 2 sessions = 16800 images (12)

B. PALM
1) CASIA MULTI-SPECTRAL (VEIN SET)
The CASIAMulti-Spectral Palmprint Database (Version 1.0)
[52] was acquired in 2007 using a contact device. The palm
vein subset (NIR images) consists of 2400 images collected
from both hands of 100 subjects. Per palm, 6 samples were
obtained in 2 different sessions using a NIR CCD (Charge-
Coupled Device) camera and 850 and 940 nm LED light
(unknown devices) on reflection configuration.

The greyscale images (8 bit/pixel) with 768 C– 576 reso-
lution were stored in JPEG/JFIF compressed format. Table 1
and (13) summarize the values of this database (12 images
per class, 200 classes):

100 subjects × 2 palms × 6 samples

× 2 sessions = 2400 images (13)

2) PUT PALM VEIN
The Poznan University of Technology (PUT) Palm Vein
database is a subset of the PUT database. It was collected in
2011 along with the wrist vein subset, which we also tested
in this study.

The contact palm system, proposed by Kabacinski and
Kowalski [38], consisting of a USB camera and 850 nm LED
light (unknown devices), captured 1200 infrared images from
50 users in 3 sessions.

The greyscale (24 bit/pixel) 1024 C– 768 images were
stored in BMP format. Table 1 and (14) summarize the values
of this database (12 images per class, 100 classes):

50 subjects × 2 palms × 4 samples

× 3 sessions = 1200 images (14)

3) VERA PALMVEIN
This palm vein dataset consists of 2200 images from 110 vol-
unteers. The corresponding publication [33], indicates that
5 samples per session (2 sessions) were contactless acquired
for both palms of each user.

The capturing hardware comprises an Imaging Source©

camera (an unknown device with a CCD Sony©) ICX618
sensor), and 940 nm LED illumination (unknown device).
An HC-SR04 ultrasound sensor was included to provide
feedback on proper distancing between the user’s palm and
the camera.

The greyscale (24 bit/pixel) 480 C– 640 (VGA) images
were stored in PNG format. Table 1 and (15) summarize the
values of this database (10 images per class, 220 classes):

110 subjects × 2 palms × 5 samples

× 2 sessions = 2200 images (15)

4) PLUSVEIN-CONTACTLESS HAND VEIN DATABASE
The PLUSVein-Contactless Hand Vein subset of the
PLUSVein-Contactless Finger and Hand Vein databases (pre-
viously detailed) includes 840 images captured from both
palms of 42 users in 1 session.
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FIGURE 10. Computational time performance: Training (fine-tuning) time for the four ViTs and the twelve VBR datasets. The number of
fine-tuning images is given by each database’s 75-25 % train-test split. The time is represented in minutes on the left y-axis and hours on the
right y-axis.

The greyscale (8 bit/pixel) 1280 C– 1024 images (Super
XGA) were stored in PNG format. Table 1 and (16) sum-
marize the values of this database (10 images per class,
84 classes):

42 subjects × 2 palms × 10 samples

× 1 sessions = 840 images (16)

C. HAND DORSAL
1) BOSPHORUS HAND VEIN DATABASE
This public dorsal dataset is a subset of the Bosphorus Hand
Database, which includes hand geometry and hand vein data.
It was collected by Yükselusing et al. [35] in 2010 using a
NIR camera (WAT-902H2 ULTIMATE) and two unknown
NIR light sources set in reflection mode

For the collection, 100 volunteers provided 12 samples of
their left hand in 1 session but under 4 different conditions:
3 images under normal conditions, 3 images after carrying a
3 Kg bag for one minute, 3 images after closing and opening
the fist using an elastic ball for one minute, and 3 images after
placing an ice pack in the hand dorsal for one minute.

In total, 1200 greyscale images (24 bit/pixel) with 300 ×

240 resolution were stored in BMP format. Table 1 and (17)

summarize the values of this database (12 images per class,
100 classes):

100 subjects × 1 hand dorsal (left) × 12 samples

× 1 sessions = 1200 images (17)

D. WRIST
1) PUT WRIST VEIN
This public wrist subset of the PUT database (previously
detailed in the palm modality) consists of 1200 images
obtained from both wrists of 50 users in 3 different sessions
with a contact system.

The greyscale (24 bit/pixel) 1024 C– 768 images were
stored in BMP format. Table 1 and (18) summarize the values
of this database (12 images per class, 100 classes):

50 subjects × 2 wrists × 4 samples

× 3 sessions = 1200 images (18)

2) UC3M-CV1
We acquired this wrist dataset in 2020 [40] using a small
contactless device consisting of a modified Logitech® HD
Webcam C525, a designed Printed Circuit Board (PCB) with
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eight Osram© SFH 4715 A LEDs, and a Raspberry® Pi 4
Model B as processing and storage unit.

In the database collection process, 50 volunteers provide in
two sessions both wrists to obtain 1200 images. In this study,
UC3M-CV1 has been combined with the following dataset,
UC3M-CV2.

The greyscale (8 bit/pixel) 480 C– 640 images were stored
in JPG format. Table 1 and (19) summarize the values of this
database (12 images per class, 100 classes):

50 subjects × 2 wrists × 6 samples

× 2 sessions = 1200 images (19)

3) UC3M-CV2
Also, in 2020 we collected a new subset extension,
UC3M-CV2, published in [9]. For the same 50 volunteers,
2400 new images were captured using two smartphones in a
contactless way.

The greyscale (8 bit/pixel) 640 C– 480 images (VGA)were
stored in JPG format. Table 1 and (20) summarize the values
of this database (24 images per class, 100 classes):

50 subjects × 2 wrists × 12 samples

× 2 sessions = 2400 images (20)

APPENDIX B
TRAINING (FINE-TUNING) TIME FOR THE FOUR ViTs AND
THE TWELVE VBR DATASETS
Fig. 10 shows the training (fine-tuning) time for the four
ViTs architectures, the four VBR variants, and the twelve
successfully trained datasets.
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