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Improving Molecular Sensitivity in X-ray

Fluorescence Molecular Imaging (XFMI) of Iodine

Distribution in Mouse-Sized Phantoms via

Excitation Spectrum Optimization
Xu Dong1, Cheng Chen2, and Guohua Cao1∗

Abstract— X-ray Fluorescence Molecular Imaging (XFMI) has
shown great promise as a low-cost molecular imaging modality
for clinical and pre-clinical applications with high sensitivity.
Recently, progress has been made in enabling the XFMI tech-
nique with laboratory x-ray sources for various biomedical
applications. However, the sensitivity of XFMI still needs to be
improved for in vivo biomedical applications at a reasonably
low radiation dose. In laboratory x-ray source based XFMI,
a main factor that limits the molecular sensitivity of XFMI
is the scatter x-rays that coincide with the fluorescence x-rays
from the targeted material. In this work, we experimentally
investigated the effects of excitation beam spectrum on the mole-
cular sensitivity of XFMI, by quantitatively deriving Minimum
Detectable Concentration (MDC) under a fixed surface entrance
dose of 200 mR at three different excitation beam spectra.
XFMI experiments were carried out on two customized mouse-
sized phantoms. The result shows that the MDC can be readily
increased by a factor of 5.26 via excitation spectrum optimization.
Furthermore, a numerical model was developed and validated
by the experiment data. The numerical model can be used to
optimize XFMI system configurations to further improve the
molecular sensitivity. Findings from this investigation could find
applications for in vivo pre-clinical small-animal XFMI in the
future.

Index Terms— Molecular Imaging, X-ray Fluorescence, Mole-
cular Sensitivity

I. INTRODUCTION

X-ray Fluorescence Molecular Imaging (XFMI) as an imag-

ing technique for elemental mapping or bio-distribution studies

of a target molecule in a biological body has a great potential

for applications in personal or precision medicine for many

diseases such as cancers. XFMI utilizes the secondary x-ray

fluorescence signal to map out the distribution information

of specific elements. In XFMI, external x-rays are used to

produce the secondary fluorescence x-rays via the interactions

between the excitation x-ray photons and the target elements

in the imaged object. Because the energies of the generated

fluorescence x-ray photons are characteristic to the target

elements, the spatial distribution of individual element species
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can be derived from their corresponding x-ray fluorescence

signals.

The XFMI technique was first investigated for biological

applications by Ahlgren et al. in 1976 by measuring lead

in organs near the skin’s surface using a synchrotron source

[1]. Since then, the synchrotron-based XFMI technique has

been widely investigated over the past decades for different

biomedical applications [2-5]. The combination of XFMI

technique with other imaging modalities has been investigated

recently. For example, the combination of XFMI and micro-

Computed Tomography (micro-CT) has been demonstrated in

2000 [6]. More recently, the XFMI technique has been adopted

to quantitatively detect novel imaging contrast agents, such as

nanoparticles based on iodine and gold, at low concentrations

for specific biological purposes. Examples include the XFMI

imaging of gold nanoparticle-based contrast agent to detect

tumor locations [7, 8], and the XFMI imaging of iodine per-

fusion in a mouse brain [9]. All these experiments employed

monochromatic x-rays generated by the synchrotron sources.

However, due to the limited availability and the high cost

of synchrotron radiations, synchrotron-based XFMI technique

has not been widely applied to clinical or pre-clinical research.

The feasibility of XFMI technique using laboratory x-

ray sources was demonstrated rather recently in 2010 [10].

Enabling XFMI with conventional x-ray sources gives the

technique a big boost to its potential in routine clinical or pre-

clinical applications. In the past a few years, several studies

have been conducted to examine the feasibility of enabling

XFMI using conventional x-ray sources [11-22]. For instances,

Jones et al. successfully built a benchtop cone beam x-ray

fluorescence CT system in 2012 [13], Kuang et al. utilized

the XFMI technique to trace the distributions of three different

elements simultaneously in 2013 [14], Ren et al. implemented

a pixel-mapping based XFMI for element analysis in 2014

[16], Yoon et al. developed a three dimension fluorescence CT

system with CdTe detector array in 2016 [18], and Li et al.

designed a full-field fan-beam x-ray fluorescence CT system

in 2017 [22]. Most of the XFMI techniques utilized the K-

shell fluorescence signals to obtain the element distribution,

but XFMI using the L-shell fluorescence signals has also been

investigated [23-25].

To adopt XFMI for biological applications, a main research

focus is to increase molecular sensitivity at a biologically

acceptable radiation dose. The sensitivity of the XFMI tech-
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nique depends on a number of factors, including the targeted

contrast agent, excitation x-ray spectrum, and acquisition

geometry. XFMI imaging at different acquisition configura-

tions has been investigated in several recent studies [11-

19]. For imaging contrast agent, iodine [26, 27] and gold

nanoparticles [28, 29] has been more extensively investigated

because of their suitable x-ray fluorescence energies, high x-

ray fluorescence yield, and good biochemical properties. A

comprehensive comparison of different materials as XFMI

contrast agents for biological applications can be found in the

reference [30].

One of the main factors that determine the molecular

sensitivity in laboratory x-ray source based XFMI is the

scatter x-ray background from the interactions between a

polychromatic excitation x-ray beam and the imaged object.

Many methods have been proposed to overcome the interfering

scatter background x-ray photons. For example, the detector is

typically placed perpendicular to the direction of the excitation

x-ray beam to minimize the amount of scatter x-ray photons

reaching the detector [31], and detector collimators are usually

used to further reject the number of scatter photons reaching

the detector [32]. Various data processing techniques based on

curve fitting and statistical modeling have also been applied

to subtract the scatter background x-ray photons [12, 25].

Another effective way to improve the molecular sensitivity

of XFMI with laboratory x-ray sources is via optimizing the

spectrum of the excitation x-ray beam [26, 33]. An intuitive

explanation is that the scatter x-ray photons at the characteris-

tic x-ray fluorescence energies of the targeted element would

obscure the detected x-ray fluorescence peaks, resulting in

lower XFMI sensitivity. Therefore, optimizing the excitation

beam spectrum with a goal of suppressing the number of

scatter photons at the characteristic x-ray fluorescence energies

of the targeted element can be a viable strategy for improving

molecular sensitivity for XFMI. For example, in a previous

work we demonstrated that the molecular sensitivity in the

XFMI of iodine-based contrast agent using a bremsstrahlung

x-ray source can be improved via excitation spectrum opti-

mization with simple x-ray filtrations [26]. However, a system-

atic and quantitative investigation on how the molecular sen-

sitivity of XFMI depends on different spectra of the excitation

beam has not been carried out, especially in the configuration

of small animal XFMI.

XFMI of small animals, particularly mice and rats, will be

valuable for many basic and preclinical studies for understand-

ing the pathophysiology of disease [34, 35] and developing

new drug candidates for cancer and cardiovascular disorders

[36, 37]. This is especially true with the development of gene

knockout and transgenic technologies. In this paper, we report

our systematic and quantitative experimental investigations

on improving the molecular sensitivity in XFMI of iodine

distribution in mouse-sized phantoms via excitation spectrum

optimization, with the goal of applying this technique for in

vivo small-animal XFMI. Furthermore, we developed an XFMI

simulation model and validated the model by the experimental

data.

The paper is organized as follows. After the introduction,

in section II we describe our experiments and methods, which

contain the experimental setup, the data processing methods,

and the XFMI system simulation. The results are shown in

section III, followed by the discussions and conclusions in

section IV.

II. EXPERIMENTS AND METHODS

A. Experimental Setup

To investigate the effects of the excitation beam spectra on

the molecular sensitivity of XFMI systems, we developed a

bench-top XFMI setup using a laboratory bremsstrahlung x-

ray source. A picture of the XFMI setup is shown in Fig.

1(A). It consists of a conventional x-ray source, a source

beam filter, a source collimator, a mouse-sized phantom, and

an energy-sensitive x-ray spectrometer with collimator. The

XFMI geometry parameters and the experimental parameters

are listed in Table I.

1) X-Ray Source and Filters: A commercially available x-

ray source (Thermo Kevex x-ray) was operated at 40 kV. It has

a tungsten anode. A filter was placed near the x-ray source’s

exit window to shape the excitation x-ray beam spectrum.

Different filter choices (materials and thickness) can lead to

different excitation spectra. Three different filter choices were

used in this study. They are 1.02 mm Copper, 5.20 mm Alu-

minum, and 2.08 mm Aluminum. The spectra of the excitation

x-ray beam after different filters were measured experimentally

by placing the detector along the excitation beam path. And

the experimentally measured excitation spectra were further

validated with the simulations by the SpekCalc program [38].

As shown in Fig. 1, a source collimator was placed between

the source filter and the object to shape the excitation x-ray

beam into a pencil x-ray beam. The source collimator is made

of alloy steel with a thickness of 3 cm and the aperture size

of the collimator is 3 mm. This source collimator makes the

cross section size of pencil beam passing through the object

to be around 3 mm when the object is placed right next to the

collimator.

2) X-Ray Detector: The signals were detected by a CdTe

detector (x-123CdTe, Amptek Inc). The detected signals were

connected with a computer to collect and analyze the data. for

this study, the detector was calibrated to collect x-ray photons

from 0 kev to 43.73 kev with 2048 channels, resulting in the

energy bin width of 21.35 ev per channel in the measured

spectrum.

The detected x-rays consisted of the desired fluorescence x-

ray photons from iodine and the undesired background x-ray

photons which are mainly caused by the Compton scattering

of the excitation x-ray photons. To minimize the number of

Compton scatter x-ray photons reaching the x-ray detector,

the detector was mounted at 90-degree to the excitation x-ray

beam and installed with a detector collimator.

The detector collimator was placed in front of the x-ray

detector to minimize the scatter x-ray photons that reach the

detector. The wall thickness of the detector collimator is 2.5

cm, and its aperture size is 3 mm as well, which restricts the

detector line of sight to be around 3 mm at its cross section

(see Fig. 1). Under such geometry, only the x-ray photons

originated from the pixel formed by the intersection of the
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TABLE I

PARAMETERS OF THE XFMI EXPERIMENTS.

excitation pencil x-ray beam and the detector line of sight can

reach the x-ray detector. The pixel size from this collimation

configuration is therefore 3 mm × 3 mm × 3 mm.

3) Imaging Phantoms: Two mouse-sized phantoms were

built for this study. Their illustrations are shown in Fig. 2.

Both phantoms are made of 20-mm-diameter cylinders with

the material of the phantoms as polymethyl methacrylate

(PMMA). One is a calibration phantom (Fig. 2(A)), and the

other is a contrast phantom (Fig. 2(B)).

The calibration phantom contains a single 3-mm-diameter

vial at its isocenter, which is filled with iodine solution of

varying concentrations to find out the Minimum Detectable

Concentration (MDC). In the calibration phantom study, the

XFMI system is fixed and only the center voxel of the

phantom, which corresponds to the center vial containing the

iodine solution, was imaged. All the three filter options (1.02

mm Copper, 5.20 mm Aluminum, and 2.08 mm Aluminum)

were used to generate three different excitation beam spectra.

The phantom was aligned with the excitation beam path and

the detector line of sight in such a way that only the signal

generated from the vail containing iodine solutions was able to

reach the detector. For each excitation x-ray beam spectrum,

a series of iodine solutions with concentrations at 1%, 0.5%,

0.25%, 0.167%, 0.125%, 0.1% and 0% (pure water) by weight

(wt.), respectively, were inserted into the vial, and the resulted

iodine fluorescence x-ray signals were measured at a fixed

surface entrance dose of 200 mR. The series of measurements

are used to derive the MDC for each excitation x-ray beam

spectrum.

The contrast phantom contains three vials, which are filled

with three iodine solutions at different concentrations to inves-

tigate the imaging contrast and the system linearity. All vials

have a diameter of 3 mm. Iodine solutions with the concen-

trations of 1%, 0.5%, and 0.2% were inserted into the three

vials, respectively. In the contrast phantom study, translational

stepping movements of the detector and the phantom in the x

and the y directions respectively were made to collect signals,

which will finally result in an XFMI signal image in the

dimension of 7 pixels by 7 pixels covering the whole contrast

phantom. The accurate stepping movements were achieved by

the linear stage. The generated XFMI signal image after data

processing can be used to reflect the iodine distribution in the

contrast phantom. The surface entrance dose level was set to

be 500 mR. And the contrast phantom was imaged only by

the two excitation spectra generated by the two Aluminum

filter options (5.20 mm Aluminum and 2.08 mm Aluminum),

mainly because of the long exposure time required to obtain

the desired dose level when using the Copper filter.

4) Exposure Time and Radiation Dose: In this study, the

surface entrance dose was fixed at 200 mR for the experiments

with the calibration phantom, and 500 mR for the experiments

with the contrast phantom. To achieve the desired radiation

dose, the exposure time (T ) for different excitation spectrum

was accordingly determined based on the characteristic dose

factor (Ŵ) as the following:

T =
D ∗ d2

Ŵ ∗ I
, (1)

where D is the dose level, d is the distance between the source

and the imaged object, I is the x-ray source current, and Ŵ is

the characteristic dose factor for a given excitation spectrum,

which is calculated using the SpekCalc program [38]. The

exposure time for each experiment is listed in Table II.

B. Data Processing

1) Extraction of Fluorescence Signal: Fig. 3 shows an

example of the measured x-ray fluorescence signalscollected

by the Amptek detector from the XFMI setup described in

section II.A. The iodine x-ray fluorescence signal contains

two iodine fluorescence peaks, namely the kα peak and the

kβ peak. The centers of the two peaks are located at 28.6 keV

and 32.3 keV, respectively. We set the window width for both

fluorescence peaks at 2 keV in our data processing procedure.

Therefore, the energy range from 27.6 keV to 29. 6 keV was

considered as the kα fluorescence peak energy range, and the

energy range from 31.3 keV to 33.3 keV was considered as the

kβ fluorescence peak energy range. All the other data outside

the two fluorescence peak energy ranges were considered the

off-peak energy range data.

The first step in extracting the net fluorescence signal from

a measured x-ray fluorescence signal is to find out the scatter

background signals in the fluorescence peak energy ranges.

For the off-peak energy range data, a ten-order polynomial

least squares fit was applied to obtain the off-peak background

fit. Then, the scatter background signals within the fluores-

cence peak energy ranges were obtained by the ten-order

polynomial interpolations of the off-peak background fit. The

interpolated scatter background signals (denoted as bg) were

subtracted from the measured x-ray fluorescence signals at the

fluorescence peak energy range to obtain the net fluorescence

signal. In this study, we only used iodine fluorescence signal

at the kα peak, because the intensity of the kβ peak is barely

visible in our low dose experiments.

After obtaining the net iodine fluorescence signal, it was

fit with a Gaussian curve. The height (denoted as h) of

the fitted Gaussian curve was taken as the strength of the

net fluorescence signal, and hereafter it is referred as the

fluorescence peak height. An illustration of the procedure for

extracting fluorescence signal is illustrated in Fig. 3.
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2) Minimum Detectable Concentration: In this study, the

Minimum Detectable Concentration (MDC) is used to charac-

terize the molecular sensitivity of a XFMI system, which is

a measure of the capability of the system to distinguish a net

fluorescence signal (the fluorescence peak height (h)) from

the random fluctuations of the background signal (bg). The

random fluctuations of the background signal can be char-

acterized by the background noise (σbg), which was treated

as the mean of all the deviations between the experimentally

measured data points and the fitted background values at the

off-peak energy range. To be treated as distinguishable from

the background fluctuations with 95% confidence level, the

fluorescence peak height (h) must be larger than 1.96σbg.

In the calibration phantom study, a least squares linear fit

was applied to the fluorescence peak heights (h) obtained at

various iodine concentrations. Then the MDCs from different

excitation spectra are determined by the intersecting points

between the linear fit lines and the 1.96σbg reference lines, as

shown in Fig. 3(B).

3) Attenuation Correction: In the contrast phantom study, to

generate a whole XFMI signal image, attenuation corrections

must be performed to the net fluorescence signal obtained via

the procedure described in the above section. As shown in

Fig. 1(B), before the primary excitation beam reaches a pixel

in the object, it experiences the attenuation by the path length

x1. Similarly, the generated secondary x-ray beam would also

be attenuated by the path length y1 before it could reach the

detector. To ensure that the XFMI signal is proportional to the

iodine concentration at each pixel location, the variation of

primary beam attenuation and the secondary beam attenuation

at different pixel location has to be corrected.

Henceforth, the attenuation correction factor (C) is calcu-

lated as:

C = exp

(∫ x1

0

µp(x)dx +

∫ y1

0

µ′
p(y)dy

)

, (2)

where x1 and y1 are the attenuation path length of the primary

beam and the secondary beam, respectively, as illustrated in the

Fig. 1(B), and µp(x) and µ′
p(y) are the attenuation coefficients

of the material along the paths of the primary beam and the

secondary beam, correspondingly.

Considering the facts that the highest iodine concentration

is 1.0% in our study and the attenuation coefficient of PMMA

is similar to water, the calculation of the attenuation correc-

tion factor could be greatly simplified. Equation (2) can be

simplified as:

C = exp
(

µw ∗ x1 + µ′
w ∗ y1

)

, (3)

where µw and µ′
w are the attenuation coefficients of water

at the effective x-ray energy levels for the primary beam and

the secondary beam, respectively. The secondary x-ray beam

has an effective x-ray energy at the iodine fluorescence x-ray

energy (28.6 keV). For the primary x-ray beam, only those x-

ray photons with energies above 33.2 keV (the iodine K edge

energy) in the excitation beam spectrum have the capability

to excite the iodine atom to generate fluorescence x-rays.

Therefore, the effective energy (Ẽ) for the primary beam

can be calculated by the following equation:

Ẽ =

∫ E=40keV

E=33.2keV E × w (E) d E
∫ E=40keV

E=33.2keV w (E) d E
, (4)

where w (E) is the distribution of excitation x-ray beam at the

energy E in the normalized excitation spectrum.

Finally, the fluorescence peak height (h) produced by the

procedure described in the above section II.B.1) was multiplied

by the attenuation correction factor (C) to obtain the XFMI

signal. The final XFMI images were generated for the contrast

phantom under two excitation spectra.

C. XFMI System Simulation

Based on the theoretical model in Appendix, we can compu-

tationally simulate an XFMI system and calculate the number

of the generated fluorescence photons (n) for a given XFMI

system setup. We implemented the simulation program in

Matlab to simulate the physical experiments using the same

system geometrical protocol as described in Section II.A.

We used the calibration phantom (Fig. 2(A)) in our sim-

ulation and calculated the number of generated fluorescence

photons (kα peak) for the three excitation spectra (1.02 mm

Cu filter, 5.20 mm Al filter, and 2.08 mm Al filter) at a

fixed dose level of 200 mR. For the inserted iodine solution

in the calibration phantom, we used a same series of iodine

concentrations as we used in the experiment, which are1%,

0.5%, 0.25%, 0.167%, 0.125%, 0.1% and 0% (pure water) by

weight (wt.)

To compare the simulation data with experimental data, we

calculated the summation of net fluorescence signal for the kα

fluorescence peak energy range and the sum was considered

the number of generated fluorescence photons corresponding

to that obtained in the experiment. The comparison of the

simulation data with the experimental data is plotted in Fig.

8. The Pearson Correlation Coefficient (PCC) is calculated

between the experimental data and simulation data by the

equation below. The result is also reported in the plots (Fig.

8).

PCC =

∑

i

(

ne
i − ne

)

∗
(

ns
i − ns

)

√

∑

i

(

ne
i − ne

)2
∗

∑

i

(

ns
i − ns

)2
), (5)

where ne
i is the experimentally measured number of the gen-

erated fluorescence photons (under concentration ci ), ns
i is the

corresponding simulated number of the generated fluorescence

photons in the simulation, ne is the mean of experimentally

measured data under different iodine concentrations, and ns is

the mean of corresponding simulated data in the simulation.

III. RESULTS

A. Excitation Beam Spectra

Fig. 4 displays the excitation spectra from the three filter

options. It shows both the experimentally measured spectra

and the simulated spectra from SpekCalc [38]. All the spectra

are normalized for better visual comparison. A good match

between the simulations and measurements can be observed

in the figure, which also validates the dose calculation method

adopted in this study.
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TABLE II

THE EXPOSURE TIME FOR EACH EXPERIMENT

B. Linearity Between Net Fluorescence Signals and Iodine

Concentratios

The linearity between the net fluorescence signals and

the corresponding iodine concentrations from the calibration

phantom were investigated. Fig. 5 shows the three linear least-

squares-fitted curves for the fluorescence peak heights from the

three filter options (1.02 mm Copper, 5.20 mm Aluminum,

and 2.08 mm Aluminum). The linearity was characterized by

the coefficients of determination (R2), as displayed in the

Fig. 5. The coefficients of determination are all larger than

0.95 for the experiments with three excitation spectra. This

good linearity indicates that the net fluorescence signals from

our XFMI system can be used for quantifying the iodine

concentrations with high confidence.

C. Minimum Detectable Concentration

Using the data from the calibration phantom, the MDCs

were obtained for the three filter options as shown in Fig. 5.

The best sensitivity (i.e. MDC with the smallest value) came

from the excitation spectrum by the 1.02 mm Cu filter, with

the MDC as low as 0.074%, as listed in Table III. Compared

to the MDC from the excitation spectrum by the 2.08 mm

Al filter, the MDC from the excitation spectrum by the 5.20

mm Al filter was improved 2.22 times, and the MDC from the

spectrum by the 1.02 mm Cu filer was improved 5.26 times.

This demonstrates that the sensitivity of an XFMI system

can be significantly increased by optimizing its excitation

spectrum.

To find out the uncertainties of the MDCs, the 95% confi-

dence levels of the linear fits to the fluorescence peak height

data were plotted as the red dashed lines in Fig. 5. The

intersection points of these 95% confidence level lines with the

1.96σ bg reference line can be used to find out the uncertainties

of the derived MDCs, which are shown in Table III.

TABLE III

MINIMUM DETECTABLE CONCENTRATIONS AT THREE EXCITATION SPEC-
TRA

D. XFMI Image of Contrast Phantom

The XFMI image of the contrast phantom is shown in Fig. 6.

As can be seen from the figure, the positions of the three vials

containing iodine solutions at three different concentrations

are clearly visible, and the brightness of the three vials in

the images correctly reflects the concentrations of the iodine

solutions.

The XFMI signal at each vial location was plotted in Fig. 7.

For each excitation spectra, linear least squares fit was applied

to the XFMI signals at the three vial locations. As shown in

Fig. 7, excellent linearity is observed (R2> 0.97 for both fits),

which indicates the high confidence of our XFMI technique

in accurately mapping out the different iodine concentrations

in single XFMI experiment. Furthermore, our results show

that the excellent linearity (R2> 0.97) between the XFMI

signals and the iodine concentrations can be achieved for

iodine concentration from 0.2% to 1.0%.

E. Simulations vs. Experiments

The comparison of simulation data with the experimental

data is shown in Fig. 8. A good match between the experimen-

tal data with the simulation model can be visually observed.

To obtain the quantitative analysis of the deviation between

the simulations and experiments, we report the PCC in plot.

The simulation model is validated by the good agreement with

the experimental data (PCC > 0.976).

IV. DISCUSSION AND CONCLUSION

In this study, we experimentally investigated the impact

of the excitation x-ray spectrum on the molecular sensitivity

of XFMI in a pixel-mapping configuration. We investigated

the effects of three distinctive excitation spectra, which were

generated by changing the material and thickness of the x-ray

source filter, on the XFMI imaging of a calibration phantom

and a contrast phantom containing iodine solutions at low

concentrations (≤ 1% wt.). We quantitatively determined the

molecular sensitivity of the XFMI system using the minimum

detectable concentration (MDC) of iodine. Our experimental

results exhibit strong linearity between the fluorescence peak

height and iodine concentration for the calibration phantom, as

well as between the XFMI signal and iodine concentration for

the contrast phantom. Furthermore, we developed an XFMI

simulation model to simulate the XFMI system and validated

the model with the experimental data. The good agreement

(PCC ≥ 0.976) between the simulation and the experimental
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gives us high confidence in using the model to computationally

search for an XFMI system that is optimized for a specific

small-animal XFMI imaging task in future study.

We investigated the MDCs under different excitation spectra

for a fixed surface entrance radiation dose level of 200 mR.

The result showed that increasing the thickness of the x-ray

source filter (from 2.08 mm All to 5.20 mm Al) led to 2.22

times improvement in the molecular sensitivity, and switching

the filter to material with a higher atomic number (from 2.08

mm Al to 1.02 mm Cu) led to 5.26 times improvement in

the molecular sensitivity. The results are in line with what

one would expect. It is well known that x-ray fluorescence of

an element can only be generated by those excitation x-rays

whose energies are higher than the K-edge of the element.

For the three excitation spectra used in our study, as shown

in the Fig. 4, the spectrum generated by the 1.02 mm Cu

filter contains the largest percentage of the effective x-rays

that have the ability to generate x-ray fluorescence photons for

iodine, and the spectrum generated by the 2.08 mm Al filter

contains the smallest percentage of the effective x-rays. These

results demonstrate the importance of optimizing the excitation

beam spectrum for improving the molecular sensitivity in

Bremsstrahlung x-ray source based XFMI.

This effect of the excitation spectrum on molecular sen-

sitivity of XFMI was further validated via the XFMI of a

mouse-sized contrast phantom that contains various iodine

concentrations. The generated XFMI images are shown in Fig.

6. The XFMI image from the 5.20 mm Al filter clearly shows a

better contrast between different iodine concentrations than the

one from the 2.08 mm AL filter. Quantitatively, the contrast-

to-noise ratio (CNR, defined as C N RAB = (Si gnal A −

Si gnal B)/[(Noi seA + Noi seB)/2]) between the 1% iodine

solution and the 0.5% solution is 18.73 in the XFMI image

from the 5.20 mm Al filter and 11.09 in the XFMI image from

the 2.08 mm Al filter. Fig. 7 shows the linearity between the

XFMI image signals and the iodine concentrations. The slope

of the linearly fitted line is referred as the sensitivity of XFMI

system in some publications [12, 39]. Based on the slope, the

molecular sensitivity in our XFMI system was improved by

a factor of 3.61 from optimizing the excitation spectrum by

changing the x-ray source filter from 2.08 mm Al to 5.20 mm

Al. This result is consistent with the MDC finding using the

calibration phantom.

The excitation spectrum can be further optimized to get even

better sensitivity. There are at least two possible approaches.

One is to increase the x-ray tube voltage to get more effective

x-rays that are capable of generating fluorescence signals.

However, the efficiency of exciting x-ray fluorescence from

the target element by an excitation photon will decrease as the

energy of the excitation photon increases, which will lead to

lower dose efficiency (defined as sensitivity normalize by the

radiation dose). Another is to further optimize the excitation

spectrum by more filtering, for instance using a thicker copper

filter to obtain a larger percentage of effective x-rays. For this

approach, heavier filtration to the excitation beam can lead to

higher sensitivity but it also comes with a cost of degraded

contrasts in the image if using such filtration configuration

for K-edge imaging and a cost of reduced excitation x-ray

beam intensity, which will lead to longer exposure time to

obtain the same amount of fluorescence signals. For example,

as shown in Table 2 in this study, the required mAs for the

Copper filter is 2479 times higher than the required mAs for

the 2.08 mm Aluminum filter. To compensate for the long

exposure time, a higher x-ray source current can be adopted.

For example, as shown in Table 2, we adopted different x-ray

source currents for different excitation spectra. Therefore, for

a given imaging task, a tradeoff between the excitation beam

filtration, exposure time, and radiation dose has to be made.

XFMI is inherently a molecular imaging modality. Similar to

other existing molecular imaging modalities such as PET and

SPECT, in the future XFMI can be combined with CT or MRI

to receive both structure and physiological information.

The achievable detected concentration for XFMI of the

gold nanoparticle reported by Cheong et al. was 1.0% wt.

at a dose of 200 R and a resolution of 0.1 mm [10]. After

that, the extensive researches have been done to increase

the sensitivity of XFMI techniques using laboratory x-ray

sources. For example, Jones et al. reported the achievable

gold nanoparticle concentration of 0.5% wt. at the dose of

20.4 R and a resolution of 3 mm in 2012 [13]; Ahmad

et al. detected the concentration of 0.25% wt. at the dose

of 1.4 R and a resolution of 6.4 mm in 2015 [17]; And

Manohar et al. obtained the MDC as low as 0.24% wt. at

the dose of 74.3 R and a resolution of 2.5 mm in 2016 [40];

Some relevant works have shown that applying a sheet-beam

configuration was helpful for sensitivity improvement [41,

42], and optimizing detector angular configuration was able

to achieve one order of magnitude increase in sensitivity [43,

44]. Here we report the best sensitivity of 0.074% (wt.) for 200

mR entrance dose at 3 mm spatial resolution for a laboratory

x-ray source based XFMI system designed for small animal

XFMI imaging. The improvement in sensitivity was achieved

from excitation spectrum optimization via simple filtration. To

obtain capability for in vivoclinical and pre-clinical XFMI,

future research may incorporate the improvements made in

excitation beam geometry, detector configuration, as well as

excitation spectrum optimization.

XFMI of small animals, particularly mice and rats, will be

valuable for many basic and preclinical studies. Improving the

molecular sensitivity of XFMI system is the key to promote

the application of XFMI technique. However, the molecular

sensitivity of XFMI system is jointly affected by many factors,

such as the detector configuration, the source configuration, the

choice of contrast agent, and so on. As a result, comprehensive

investigations on how different configurations affect the molec-

ular sensitivity are significant in optimizing the XFMI system

design. The primary focus of the study is to investigate the

excitation beam optimization technique to improve molecular

sensitivity of XFMI system. To the best of our knowledge,

none of such systematic and experimental investigations on

excitation spectrum optimization method to improve the XFMI

molecular sensitivity has been conducted before. In addition,

we developed an XFMI system simulation model based on the

theoretical equations in Appendix, and validated the simulation

model by the experimental data. The good agreement enables

us to use the XFMI simulation model to do more complicated
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Fig. 1. (A) A picture of the experimental setup. (B) A schematic of the
XFMI configuration.

Fig. 2. Schematics of the customized phantoms. (A) Calibration phantom
with a single vial at the center. Different iodine solution with concentration of
1%, 0.5%, 0.25%, 0.167%, 0.125%, 0.1% and 0% (pure water) was inserted
into the vial during each experiment. (B) The Contrast phantom with three
vials filled with iodine solutions of different concentrations.

studies about how different factors have an influence on the

molecular sensitivity of XFMI system and investigate various

XFMI system configurations to further improve the molecular

sensitivity, such as different x-ray source voltages, different

anode materials, and so on. Using this model to investigate

how to further optimize the XFMI system configuration to get

higher molecular sensitivity will be our future research plan.

In conclusion, a systematic investigation of the effect of the

x-ray excitation spectrum on the molecular sensitivity of the

XFMI system has been reported in this paper. We designed

and generated three different excitation spectra by altering the

x-ray filter material and thickness, and applied them to the

XFMI imaging of two iodine-containing phantoms. The results

show that under optimized excitation beam, the molecular

sensitivity of the XFMI system was demonstrated to be much

improved. Furthermore, based on the experimental investiga-

tion, an XFMI simulation model was built and validated, which

Fig. 3. Illustration of the procedure for extracting net fluorescence signals.
(A) Scatter background interpolation. The blue curve is the measured iodine
fluorescence signal and the dashed orange line is the ten-order polynomial
background fit from the off-peak range data. (B) Isolation of the net fluores-
cence signal. The blue dots represent the extracted net iodine kα fluorescence
signal, and the red curve is its Gaussian fit. The green line represents the
reference level at 1.96σbg .

Fig. 4. The normalized excitation spectra. The dots represent the experimen-
tally measured data, and the dashed lines represent the simulated data from
the SpekCalc.
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Fig. 5. Linearity between the fluorescence peak heights and iodine concen-
trations under three excitation spectra. The blue dots are the experimentally
obtained fluorescence peak heights at various concentrations, the dashed blue
lines are the linear least squares fit to the fluorescence peak height data, the
red dashed lines are the 95% confidence levels of the linear fits. The green
solid lines are the 1.96σbg reference levels used to determine the MDCs.

will find use for further improving the molecular sensitivity

and guiding the XFMI system design in the future.

Fig. 6. The XFMI images generated from the pixel-mapping method for the
contrast phantom at two excitation spectra. The display window for the both
images is [0, 40].

Fig. 7. Linearity between the XFMI image signals and the iodine concen-
trations for the two XFMI experiments with (A) 5.20 mm Al filter, and (B)
2.08 mm Al filter.

APPENDIX

In an XFMI system, an object is excited by an external

primary x-ray beam, as shown in Fig. 1. The fluorescence

signal could be generated only by those x-ray photons with

energy higher than the K-edge energy (Ek) of the targeted

element in the object. For iodine, Ek= 33.2keV . As a result,

the number of fluorescence photons that are generated by an
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Fig. 8. The comparison of experimental data with simulation data. The
blue dots are the number of generated fluorescence photons (kα peak) at
various concentrations in the experimental data, the red dots are the number
of generated fluorescence photons (kα peak) at various concentrations in the
simulation data, and the red lines are the linear least squares fits to the
simulation data.

excitation x-ray beam at an interaction pixel is calculated as:

N f l =

Emax
∫

Ek

ηN(E)

(

1 − ex p(−µpe(E)
∗ c ∗ d)

)

d E, (6)

where N(E) is the number of x-ray photons at energy E

for a given excitation spectrum, µpe(E)
is the photoelectric

attenuation coefficient of the interacting material at energy E ,

c is the element molecular concentration, d is the attenuating

length of the pixel, and η is the fluorescence yield of the target

element. For iodine K shell, η is 0.884.

Considering that the fluorescence x-ray detector in the

XFMI system is well collimated by a detector collimator, only

a small portion of the generated fluorescence x-ray photons in

a certain solid angle that is determined from the acquisition

geometry can reach the fluorescence x-ray detector. As a result,

the measured number of fluorescence x-ray photons at the

detector is:

Nmeasure
f l =

1

4π
∗

∫

N f ld� =
1

2

θd+ 
θ
2

∫

θd− 
θ
2

N f l sin (θ) dθ, (7)

where θd is the angle between the excitation beam and the

detector line of sight, which is 90 degree in our experimental

setup, and 
θ is the angular range subtended by the x-ray

detector sensor area after the detector collimation. The detailed

geometrical illustration is shown in Fig. 1(B).

For the Rayleigh scatter, only those Rayleigh scatter x-

ray photons with energy near the fluorescence peak energy

(E p) will interfere with the fluorescence signal measurement.

Suppose the interfering Rayleigh scatter x-ray photon energy

(E) ranges from [E p − 
E
2

,E p + 
E
2

] (which happens to be

the fluorescence peak energy range), the number of measured

Rayleigh scatter x-ray photons can be calculated in a similar

way:

Nmeasure
rs

=
1

4π
∗

∫

Nrs d�

=
1

2

∫ θd+ 
θ
2

θd− 
θ
2

∫ E p+

E

2

E p− 
E
2

N(E)

(

1−ex p(−µrs(E) ∗d)
)

d E sin (θ) dθ,

(8)

where µrs(E) is the Rayleigh scatter attenuation coefficient of

the interacting material at energy E.

For the Compton scatter, the energy of the x-ray photon

will change by the Compton scatter interaction, as a result,

the number of measured Compton scatter x-ray photons can

be calculated as:

Nmeasure
cs

=
1

4π
∗

∫

Ncs d�

=
1

2

θd+ 
θ
2

∫

θd− 
θ
2

E
∫

E1

2 N(E)

(

1 − exp
(

−µcs(E) ∗ d
))

d E sin (θ) dθ,

(9)

where µcs(E) is the Compton scattering attenuation coefficient

at the interacting x-ray energy (E). The integration energy

range [E1, E2] is the energy range for the excitation beam x-

ray energy (E) before Compton scattering, which corresponds
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to the interfering Compton scatter x-ray photon energy (E ′)

ranging from [E p − 
E
2 , E p + 
E

2 ]. The relationship between

the Compton scatter x-ray photon energy (E ′) and the exci-

tation x-ray photon energy (E) is governed by the following

equation:

E = E ′ 511 keV

511 keV − E ′ (1 − cos θ)
. (10)

Therefore, the total number of measured x-ray photons at

the fluorescence x-ray energy range [E p−
E/2, E p+
E/2]

in the XFMI setup illustrated in Fig. 1 is:

Nmeasure = N
measure
f l + Nmeasure

rs + Nmeasure
cs . (11)
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