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Abstract—In this paper, energy-efficient power allocation
(PA) is investigated for a multiple-input multiple-output non-
orthogonal multiple access (MIMO-NOMA) system with multiple
users in a cluster. To ensure the quality of service (QoS) for the
users, a minimum rate requirement is pre-defined for each user.
Because of the QoS requirement, it is first necessary to determine
whether the considered energy efficiency (EE) maximization
problem is feasible or not, by comparing the total transmit
power with the required power for satisfying the QoS of the
users. If feasible, a closed-form solution is provided for the
corresponding sum rate maximization problem, and on this
basis, the EE maximization problem is solved by applying non-
convex fractional programming. Otherwise, a low complexity
user admission scheme is proposed, which admits users one by
one following the ascending order of the required power for
satisfying the QoS. Numerical results are presented to validate
the effectiveness of the proposed energy-efficient PA strategy and
user admission scheme.

Index Terms—Non-orthogonal multiple access (NOMA),
multiple-input multiple-output (MIMO), energy efficiency (EE),
user admission, power allocation (PA), quality-of-service (QoS).

I. INTRODUCTION

Power-domain non-orthogonal multiple access (NOMA) has

been widely considered as a promising candidate for the next

generation of wireless communication systems [1]–[5]. By

applying superposition coding at the transmitter and successive

interference cancellation (SIC) at the receiver, NOMA multi-

plexes multiple users in the power domain, to access the same

time-frequency resource. When compared with conventional

orthogonal multiple access (OMA) scheme, NOMA achieves

higher spectral efficiency (SE) [6]–[8]. The authors in [6]

show via simulation that NOMA provides a larger sum rate

than OMA, while in [7], the authors prove the dominance of

NOMA over OMA by comparing their achievable rate regions.

Furthermore, the authors in [8] validate that NOMA achieves

higher ergodic sum rate than OMA for a cellular downlink

scenario with randomly deployed users.

However, the above works only consider single-input single-

output (SISO) channels. Recently, multiple-input multiple-

output (MIMO) has also been integrated into NOMA to further

enhance the SE [9]–[13]. For MIMO-NOMA systems, users
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are usually paired into clusters to reduce the complexity of

SIC at the receiver, with users in the same cluster sharing

a common beamformer. The authors in [9] and [10] show

that MIMO-NOMA achieves larger sum rates than MIMO-

OMA for a two-user multi-cluster system, while [11] and

[12] further validate that this performance advantage still

holds for a multi-user per cluster system. Note that the

above works only consider power allocation (PA) within

each cluster, by allocating equal power to each cluster. In

[13], the authors propose a beamspace MIMO-NOMA scheme

for a millimeter wave system, which allows power to be

distributed among clusters. Simulation results illustrate that the

proposed beamspace MIMO-NOMA achieves higher SE when

compared with existing beamspace MIMO-OMA. In [14], the

authors extend the study of MIMO-NOMA from single cell

to multicell and investigate the precoder design. Numerical

results show that the proposed NOMA design improves both

edge and sum throughput compared with conventional OMA.

Nevertheless, the studies above mainly focus on the SE of

NOMA systems. As energy efficiency (EE) becomes one of

the major concerns for 5G, it is of interest to investigate the

EE for NOMA [15]–[17]. In [15], the authors study the joint

subchannel assignment and PA to maximize the EE for a multi-

carrier NOMA system. The obtained simulation results show

that NOMA achieves higher SE and EE than OMA. However,

this work is only applicable to systems with two users per

cluster. In [16], EE is studied under a single-carrier multi-user

NOMA system with quality-of-service (QoS) requirement for

each user. A PA algorithm is proposed based on non-convex

fractional programming, and numerical results validate that

NOMA exhibits better EE performance than OMA. Note that

both [15] and [16] consider SISO systems. Since current and

future communication systems rely on the multiple antenna

(MIMO) structure, the EE under MIMO-NOMA is of interest.

In [17], the authors investigate the EE in a millimeter wave

massive MIMO-NOMA system with a low-complexity radio

frequency (RF) chain structure at the base station (BS). A hy-

brid analog/digital precoding scheme is proposed first. Based

on this, a PA problem aiming to maximize the EE is formulated

under users’ QoS requirements and per-cluster equal power

constraint, and an iterative algorithm is proposed to obtain an

optimal PA.

To the best of our knowledge, none of the existing works

has studied the EE for a multi-cluster MIMO-NOMA with

multiple users per cluster. Moreover, most existing studies

assume that the total transmit power is large enough to

satisfy the QoS requirements for all users, without considering
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the situation when this assumption does not hold [15]–[17].

Toward filling this research gap, the contributions of this paper

are summarized as follows:

• We study the EE for a multi-cluster multi-user MIMO-

NOMA system with pre-defined QoS for each user in a

systematic way: we first determine whether all users can

be admitted or not by comparing the total transmit power

with the power required to satisfy the QoS for all users;

when all users can be admitted, we aim to maximize the

EE of the system; otherwise, we aim to maximize the

number of admitted users;

• For the EE maximization problem, global PA is consid-

ered: we first determine how to allocate power within

each cluster; on this basis, we derive the relationship

between the sum rate increment and required extra power

for each cluster; by exploiting this relationship, a water-

filling-like optimal PA is proposed to maximize the sum

rate of the system under any given total power; lastly, it

is proved that the EE function is pseudo-concave over the

final ”water” level, and can be solved accordingly;

• For the user admission problem, a low complexity algo-

rithm is proposed, which admits the users one by one

following the ascending order of the required power to

satisfy their QoS; further analysis on its optimality and

complexity is provided, which validates the effectiveness

of the proposed algorithm.

The rest of the paper is organized as follows. The system

model and problem formulation are introduced in Section II.

The proposed energy-efficient PA strategy and user admission

scheme are elaborated in Section III. Simulation results are

shown in Section IV, while conclusions are finally drawn in

Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

We consider a downlink multi-user MIMO system in this

paper, in which the BS equipped with M antennas sends data

to multiple receivers, each equipped with N antennas. The

total number of users in the system is M × L, which are

grouped into M clusters randomly with L (L ≥ 2) users per

cluster. NOMA is applied among the users in the same cluster.

The channel matrix between the BS and the lth user in the mth

cluster, i.e., user (m, l) (m ∈ {1, . . . ,M}, l ∈ {1, . . . , L})
is denoted as Hm,l ∈ C

N×M , which is assumed to be

quasi-static independent and identically distributed (i.i.d.). In

addition, the precoding matrix used by the BS is denoted as

P ∈ C
M×M , whereas the detection vector for user (m, l) is

represented by vm,l ∈ C
N×1. They should satisfy: a) P = IM ,

with IM denoting the M ×M identity matrix; b) |vm,l|
2 = 1

and vH
m,lHm,lpk = 0 for any k 6= m, where pk is the

kth column of P [11]. Note that the number of antennas

should satisfy N ≥ M to make this feasible. Because of

the zero-forcing (ZF) based detection design, the inter-cluster

interference can be removed even when there exist multiple

users in a cluster. Note that only a scalar value |vH
m,lHm,lpm|
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needs to be fed back to the BS from user (m, l).

For the considered MIMO-NOMA scheme, the BS multi-

plexes the intended signals for all users at the same frequency

and time resource. Therefore, the corresponding transmitted

signals from the BS can be expressed as

x = Ps, (1)

where the information-bearing vector s ∈ C
M×1 can be further

written as

s =






√
PmaxΩ1,1s1,1 + · · ·+

√
PmaxΩ1,Ls1,L

...
√

PmaxΩM,1sM,1 + · · ·+
√

PmaxΩM,LsM,L




 , (2)

where sm,l and Ωm,l denote the signal and power allocation

coefficient for user (m, l), satisfying
∑M

m=1

∑L
l=1 Ωm,l ≤ 1.

Pmax denotes the total transmit power for the BS.

Accordingly, at user (m, l), the observed signal is given by

ym,l = Hm,lPs+ nm,l, (3)

where nm,l is the independent and identically distributed

(i.i.d.) additive white Gaussian (AWGN) noise vector,

CN (0, σ2I).
By applying the detection vector vm,l on the observed

signal, (3) can be expressed as

vH
m,lym,l = vH

m,lHm,lpm

L∑

l=1

√

PmaxΩm,lsm,l

+

M∑

k=1,k 6=m

vH
m,lHm,lpksk

︸ ︷︷ ︸

interference from other clusters

+vH
m,lnm,l, (4)

where sk denotes the kth row of s.

Owing to the constraint1 on the detection vector, i.e.,

vH
m,lHm,lpk = 0 for any k 6= m, (4) can be simplified as

vH
m,lym,l = vH

m,lHm,lpm

L∑

l=1

√

PmaxΩm,lsm,l + vH
m,lnm,l.

(5)

Without loss of generality, the effective channel gains are

ordered as [11]

|vH
m,1Hm,1pm|

2 ≥ · · · ≥ |vH
m,LHm,Lpm|

2. (6)

At the receiver, each user conducts SIC to remove the

interference from the users with worse channel gains, i.e., the

interfence from user (m, l+1), . . . , (m,L) is removed by user

(m, l).2 As a result, the achieved data rate at user (m, l) is

given by [11]

Rm,l = log2

(

1 +
ρΩm,l|v

H
m,lHm,lpm|2

1+ρ
∑l−1

k=1
Ωm,k|vH

m,l
Hm,lpm|2

)

, (7)

where ρ = Pmax/σ
2 denotes the transmit signal-to-noise ratio

(SNR).

1Due to the specific selection of P, this constraint is further reduced to

vH
m,l

H̃m,l = 0, where H̃m,l = [h1,ml · · ·hm−1,ml hm+1,ml · · ·hM,ml]
and hi,ml is the ith column of Hm,l [11]. Hence, vm,l can be expressed as
Um,lwm,l, where Um,l is the matrix consisting of the left singular vectors

of H̃m,l corresponding to the non-zero singular values, and wm,l is the

maximum ratio combining vector expressed as UH
m,l

hm,ml/|U
H
m,l

hm,ml|.
2 [12] proves that SIC is guaranteed to be successful.
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B. Problem formulation

The total power consumption is comprised of two parts: the

fixed circuit power consumption Pc, and the flexible transmit

power Pt = Pmax

∑M
m=1

∑L
l=1 Ωm,l. Similar to [16], we

define the EE of the system as

ηEE =
Rsum

Pc + Pt
, (8)

where Rsum =
∑M

m=1

∑L
l=1 Rm,l denotes the achievable sum

rate.

We aim to maximize the EE of the system when each user

has a pre-defined minimum rate. The considered problem can

be formulated as:

max
Ωm,l

ηEE∗ (9a)

s.t. Rm,l ≥ Rmin
m,l,m ∈ {1, · · · ,M}, l ∈ {1, · · · , L}

M∑

m=1

L∑

l=1

Ωm,l ≤ 1,

where (10) and (10) represent the users’ minimum rate re-

quirements and the transmit power constraint, respectively.

III. PROPOSED SOLUTION

Owing to the existence of the minimum rate requirements,

i.e., (10), the formulated problem (9) may be infeasible when

the transmit power is not large enough. In this case, instead of

EE maximization, maximizing the number of admitted users

makes more sense. As such, it is of importance to determine

the feasibility of problem (9), which can be done by comparing

the total transmit power constraint with the minimum power

required to satisfy the minimum rate requirements of all users.

The minimum required power can be expressed as

Preq = Pmax

M∑

m=1

L∑

l=1

Ωmin
m,l, (10)

where Ωmin
m,l = (2R

min
m,l − 1)(

∑l−1
k=1 Ω

min
m,k + 1

ρ|vH
m,l

Hm,lpm|2
) is

the minimum required power to satisfy the QoS requirement

of user (m, l) [18, (14)]. As a result, if

Preq ≤ Pmax ⇐⇒
M∑

m=1

L∑

l=1

Ωmin
m,l ≤ 1, (11)

problem (9) is feasible and vice versa.

A. EE maximization when (9) is feasible

The objective function in (9) is of fractional form; hence

(9) is a non-convex problem and obtaining an optimal solution

is non-trival. To solve it in a tractable way, we first turn to

the corresponding SE maximization problem. According to

the definition of EE in (8), to maximize the EE, we need

to maximize the corresponding SE under any given power of

Pf , Pf ∈ [Preq, Pmax], and then select the appropriate value of

Pf .

The SE maximization problem can be formulated as

max
Ωm,l

Rsum∗ (12a)

s.t. Rm,l ≥ Rmin
m,l,m ∈ {1, · · · ,M},

l ∈ {1, · · · , L}

Pmax

M∑

m=1

L∑

l=1

Ωm,l ≤ Pf .

Note that problem (12) is still non-convex due to the

non-concavity involved in the objective function. In order to

proceed towards an optimal solution, we first determine the

PA within each cluster and then across clusters. For PA within

each cluster, the following lemma provides some insight:

Lemma 1: Under any given total power constraint for a

cluster,3 in order to maximize the cluster sum rate, PA in the

cluster should be conducted such that each user (except the

first user) receives the amount of power such that its QoS

requirement is just satisfied, while the first user receives the

remaining power.

Proof: To prove the lemma, we first prove that transfer-

ring power from any other user to the first user leads to an

increased sum rate. Assume that the power transfer happens

between the nth user and the 1st user, and denote the extra

power coefficient as ∆Ptr. According to (7), the rates of

the users with worse channel gains than the nth user remain

unchanged, since the total interference does not change. Thus,

when comparing the two cluster sum rates, we only need to

compare the first n users.

The sum rate of the first n users before power transfer can

be expressed as

n∑

l=1

Rm,l =

n∑

l=1

log2

(
1 + ρ

∑l
k=1 Ωm,k|v

H
m,lHm,lpm|

2

1 + ρ
∑l−1

k=1 Ωm,k|vH
m,lHm,lpm|2

)

= log2

( n−1∏

l=1

1 + ρ
∑l

k=1 Ωm,k|v
H
m,lHm,lpm|

2

1 + ρ
∑l

k=1 Ωm,k|vH
m,l+1Hm,l+1pm|2

× (1 + ρ

n∑

k=1

Ωm,k|v
H
m,nHm,npm|

2)

)

.

Likewise, the sum rate of the first n users after power

transfer can be expressed as

n∑

l=1

R′
m,l

= log2

( n−1∏

l=1

1 + ρ(∆Ptr +
∑l

k=1 Ωm,k)|v
H
m,lHm,lpm|

2

1 + ρ(∆Ptr +
∑l

k=1 Ωm,k)|vH
m,l+1Hm,l+1pm|2

× (1 + ρ

n∑

k=1

Ωm,k|v
H
m,nHm,npm|

2)

)

.

Since |vH
m,lHm,lpm|

2 ≥ |vH
m,l+1Hm,l+1pm|

2, it can be

3The total power is large enough to satisfy the QoS requirements of all
users in the cluster.
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easily verified that

1 + ρ
∑l

k=1 Ωm,k|v
H
m,lHm,lpm|

2

1 + ρ
∑l

k=1 Ωm,k|vH
m,l+1Hm,l+1pm|2

<
1 + ρ(∆Ptr +

∑l
k=1 Ωm,k)|v

H
m,lHm,lpm|

2

1 + ρ(∆Ptr +
∑l

k=1 Ωm,k)|vH
m,l+1Hm,l+1pm|2

. (13)

Therefore, we can prove that
∑n

l=1 Rm,l <
∑n

l=1 R
′
m,l,

which demonstrates that transferring power from other users

to the first user yields a larger sum rate. On the other hand,

each user should also satisfy its QoS constraint. Combining

these two facts, we can conclude that Lemma 1 holds.

Remark: The above analysis can be extended to show that

transferring power from any user to another user with better

channel gains leads to an increased sum rate. This implies that

the users with better channel gains have a higher priority than

their counterparts. In the user admission section, this property

of NOMA is further exploited.

The above lemma shows how to allocate power within a

cluster. Now we consider PA across clusters. We first allocate

the power such that each user’s QoS requirement is just

satisfied, which requires the power of Preq. Correspondingly,

the remaining power is denoted as Prem = Pf−Preq. Then, we

allocate the remaining power across clusters to maximize the

system sum rate. To determine how to allocate power across

clusters, the intuition is to compare how much additional

power is needed for each cluster when increasing its sum rate

by the same unit. The following lemma provides the details:

Lemma 2: Denote the achieved rate of user (m, l) as

R̂m,l (R̂m,l ≥ Rmin
m,l), the additional power required for

increasing the sum rate of the mth cluster by ∆R is given

by

∆Pm = (2∆R − 1)
Pmax2

∑
L
l=1

R̂m,l

ρ|vH
m,1Hm,1pm|2

. (14)

Proof: We prove Lemma 2 by mathematical induction.

Starting with two users per cluster, according to (7), we have

the following:

Ω̂m,1 =
2R̂m,1 − 1

ρ|vH
m,1Hm,1pm|2

(15a)

Ω̂m,2 =
(2R̂m,2 − 1)(1 + ρΩm,1|v

H
m,2Hm,2pm|

2)

ρ|vH
m,2Hm,2pm|2

(15b)

=
2R̂m,2 − 1

ρ|vH
m,2Hm,2pm|2

+
(2R̂m,1 − 1)(2R̂m,2 − 1)

ρ|vH
m,1Hm,1pm|2

.

According to Lemma 1, when some additional power is

added to the mth cluster, only the rate of the first user will

change, while others remain fixed. Thus, when there is ∆R
sum rate increment for the mth cluster, it is only added to

Rm,1, resulting in the change from R̂m,1 to R̂m,1 + ∆R.

Update Rm,1 in (15), and after some algebraic manipulations,

the additional power required is given by

∆P (2)
m = (2∆R − 1)

Pmax2
∑

2
l=1

R̂m,l

ρ|vH
m,1Hm,1pm|2

. (16)

This completes the proof for the two user per cluster case.

Assume that (14) holds for n users per cluster, i.e., ∆P
(n)
m =

Pmax

∑n
l=1 ∆Ω̂m,l = (2∆R−1) Pmax2

∑n
l=1

R̂m,l

ρ|vH
m,1Hm,1pm|2

. On this basis,

we consider the case with n+ 1 users. According to (7), the

power coefficient for user (m,n + 1) before increasing the

sum rate is given by

Ω̂m,n+1

=
(2R̂m,n+1 − 1)(1 + ρ|vH

m,n+1Hm,n+1pm|
2
∑n

l=1 Ω̂m,l)

ρ|vH
m,n+1Hm,n+1pm|2

.

(17)

After the ∆R sum rate increment, the rate of user (m,n+1)
remains unchanged according to Lemma 1. Thus, the power

coefficient increment for user (m,n + 1) is ∆Ω̂m,n+1 =

(2R̂m,n+1 − 1)
∑n

k=1 ∆Ω̂m,k.

Accordingly, the total required extra power for the n + 1
users can be expressed as

∆P (n+1)
m = ∆P (n)

m + Pmax∆Ω̂m,n+1

= Pmax

n∑

k=1

∆Ω̂m,k + Pmax(2
R̂m,n+1 − 1)

n∑

k=1

∆Ω̂m,k

= Pmax2
R̂m,n+1

n∑

k=1

∆Ω̂m,k

= 2R̂m,n+1(2∆R − 1)
Pmax2

∑
n
l=1

R̂m,l

ρ|vH
m,1Hm,1pm|2

= (2∆R − 1)
Pmax2

∑n+1

l=1
R̂m,l

ρ|vH
m,1Hm,1pm|2

, (18)

which completes the proof.

We observe that only the channel gains of the first user

and the minimum rate requirement of all users affect the

power increment for each cluster. Moreover, for smaller
Pmax2

∑L
l=1

R̂m,l

ρ|vH
m,1Hm,1pm|2

, less additional power is needed for increasing

the sum rate by the same unit. This observation can be used

for designing an iterative PA algorithm. Specifically, during

each iteration, the cluster with the smallest Pmax2
∑L

l=1
R̂m,l

ρ|vH
m,1Hm,1pm|2

is

selected for receiving the additional power. On the other hand,

after this cluster receives a certain amount of additional power,

its sum rate
∑L

l=1 R̂m,l increases, and it may no longer be the

one with the smallest Pmax2
∑L

l=1
R̂m,l

ρ|vH
m,1Hm,1pm|2

. This process repeats

until Pf is fully used. This iterative algorithm is similar to the

classical water-filling technique, and a closed-form solution

can be obtained accordingly.

More precisely, after the initial feasible PA, we obtain

Rm,l = Rmin
m,l,m ∈ {1, · · · ,M}, l ∈ {1, · · · , L}. We consider

Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

as the initial ”water” level. Furthermore, we

introduce an axillary variable λ as the final ”water” level.

If λ ≤ Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

, the mth cluster receives no power

and remains unchanged. Otherwise, the mth cluster receives

some extra power to reach the final ”water” level, i.e., λ =
Pmax2

∑L
l=1

Rmin
m,l

+∆Rm

ρ|vH
m,1Hm,1pm|2

= 2∆Rm × Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

, where ∆Rm
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is the rate increment. In this case, according to (14), the

required extra power can be expressed as

∆Pm = (2∆Rm − 1)
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

= λ−
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

. (19)

Considering both cases, the required power for the mth

cluster can be further expressed as

∆Pm =

[

λ−
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

]+

, (20)

where x+ = max(x; 0). This provides a closed-form solution

for the SE maximization, once λ is known. To attain the value

of λ, we refer to the total power constraint, which should

satisfy

M∑

m=1

[

λ−
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

]+

= Prem. (21)

The left side of the above equation is piecewise and mono-

tonically increasing over λ. Thus, a unique value of λ exists

and can be obtained by solving (21). Note that there is a point-

to-point mapping between λ and Pf , and further, λ increases

with Pf .

Moreover, the sum rate increment for the mth cluster can

be expressed as

∆Rm =

[

log2(λ)− log2

(
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

)]+

. (22)

The following lemma shows the optimality of the proposed

SE maximization PA strategy.

Lemma 3: The proposed SE maximization PA strategy

maximizes the sum rate of the system.

Proof: Assume that we have obtained the solution via

the proposed PA algorithm, i.e., λ is known and so are other

values, e.g., the extra power for each cluster. Now, we shift

∆p power between two clusters whose final ”water” level is λ.

Denote the two clusters as the qth and nth cluster, respectively.

For the proposed PA strategy, the sum rate increment for the

qth cluster after the initial PA can be expressed as

∆Rq = log2(λ)− log2

(
Pmax2

∑
L
l=1

Rmin
q,l

ρ|vH
q,1Hq,1pq|2

)

= log2

(

∆Pq +
Pmax2

∑
L
l=1

Rmin
q,l

ρ|vH
q,1Hq,1pq|2

)

− log2

(
Pmax2

∑
L
l=1

Rmin
q,l

ρ|vH
q,1Hq,1pq|2

)

. (23)

For ∆Rn, a similar expression can be written.

After shifting some power between two clusters, we have

∆R′
q = log2(∆Pq +∆p+

Pmax2
∑

L
l=1

Rmin
q,l

ρ|vH
q,1Hq,1pq|2

)

− log2

(
Pmax2

Rmin
q,2

ρ|vH
q,1Hq,1pq|2

)

= log2(λ+∆p)− log2

(
Pmax2

∑
L
l=1

Rmin
q,l

ρ|vH
q,1Hq,1pq|2

)

. (24)

Likewise, a similar equation can be written for ∆R′
n.

Accordingly, we calculate the sum rate difference as fol-

lows:

∆Rsum = ∆Rq +∆Rn −∆R′
q −∆R′

n

= log2(λ) + log2(λ)− log2(λ+∆p)− log2(λ−∆p)

= log2(λ
2)− log2[λ

2 − (∆p)2] > 0. (25)

The above equation clearly shows that shifting power be-

tween two clusters whose final ”water” level is λ leads to a

lower sum rate. Following the same procedure, we can also

prove that this holds when shifting power from the cluster

whose final ”water” level equals to λ to another cluster whose

final ”water” level exceeds λ. This validates the optimality of

the proposed scheme.

Now we have solved the SE maximization problem (12)

under Pf . On this basis, we need to select the appropriate Pf

to maximize the EE of the system. Consider Pf as the variable

here, but replace it with λ owing to the point-to-point mapping

between them.

Accordingly, the consumed transmit power can be rewritten

as

Pt = Pf

= Preq +

M∑

m=1

∆Pm

= Preq +

M∑

m=1

[

λ−
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

]+

. (26)

Similarly, the sum rate can be rewritten as

Rsum

=

M∑

m=1

L∑

l=1

Rmin
m,l +

M∑

m=1

∆Rm

=

M∑

m=1

L∑

l=1

Rmin
m,l +

M∑

m=1

[

log2(λ)− log2

(
Pmax2

∑
L
l=1

Rmin
m,l

ρ|vH
m,1Hm,1pm|2

)]+

.

(27)

As a result, the expression of ηEE can be written; this is

provided on the top of next page.

Clearly, in (28), the only variable is λ, as other parameters

are known. Moreover, (28) is a piecewise function, and its

specific form depends on the interval λ lies in. To find the

intervals, we arrange Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

in an ascending order

and use ht to denote the tth value after ordering for simplicity

of notation. Since the total transmit power Pmax is known, we

can calculate the maximum index of the interval that λ can lie
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ηEE =

∑M
m=1

∑L
l=1 R

min
m,l +

∑M
m=1

[

log2(λ)− log2

(

Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

)]+

Pc + Preq +
∑M

m=1

[

λ− Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

]+ . (28)

in according to (21), by setting Prem = Pmax − Preq. Denote

the maximum index as T , then λ can only lie in [ht, ht+1], t =
1, · · · , T . Moreover, we have the following theorem:

Theorem 1: For each interval [ht, ht+1], t = 1, · · · , T , ηEE

is a strictly pseudo-concave function with respect to (w.r.t.) λ.

Proof: Once t is known, ηEE can be turned into

ηEE =

∑M
m=1

∑L
l=1 R

min
m,l + t log2(λ)−

∑t
k=1 log2(hk)

Pc + Preq + tλ−
∑t

k=1 hk

.

(29)

It can be seen that the numerator is a strictly concave

function over λ, while the denominator is an affine mapping

over λ. Thus, ηEE is a strictly pseudo-concave function w.r.t.

λ [19, Proposition 6].

For λ ∈ [ht, ht+1], as ηEE is a strictly pseudo-concave

function w.r.t. λ, ηEE admits a unique maximizer, which is

obtained either at the unique root of the equation ∂ηEE

∂λ
= 0 or

at the two boundary points ht or ht+1 [19, Proposition 5].

Denote this maximizer as ηtEE. Likewise, when λ lies in

[hk, hk+1], k 6= t, denote the unique maximizer as ηkEE. As

ηEE belongs to two different functions for these two intervals,

we cannot determine the comparative values of these two

maximizers analytically. Instead, an explicit comparison has

to be done, i.e., max
{
ηtEE , η

k
EE

}
. As the total number of

intervals is T , we need to obtain the maximizer in each interval

and select the maximum for ηEE, which can be expressed as

ηmax
EE = max

{

η1EE, · · · , η
T
EE

}

. (30)

So far, we have derived the solution for maximizing the EE

of the system. We summarize the procedures in Algorithm 1.

Moreover, the following theorem proves its optimality.

Theorem 2: The derived solution achieves the maximum EE

for the system.

Proof: According to Lemma 3, for any given total power,

the proposed solution maximizes the SE of the system by

appropriately allocating power across clusters and inside each

cluster. Then, Theorem 1 guarantees that the EE is maximized

for each feasible interval. As (30) selects the maximum value

from all these maximizers, this selected maximum value is the

global optimum.

B. User admission when problem (9) is infeasible

When (9) is infeasible, admitting as many users as possible

is a more reasonable goal, when compared with EE maximiza-

Algorithm 1 Proposed EE Maximization PA Algorithm

1: Initialize parameters.

2: Pmax, Rmin
m,l, ρ|v

H
m,lHm,lpm|

2, l ∈ {1, · · · , L}
3: Calculate:

4: H← sort

(

Pmax2
∑L

l=1
Rmin

m,l

ρ|vH
m,1Hm,1pm|2

)

;

5: ht ← H(t);
6: λmax ←

∑M
t=1[λ− ht]

+ = Pmax − Preq;

7: T ← λmax ∈ [hT , hT+1];

8: ηtEE ← max
{

ηEE(
∂ηEE

∂λ
= 0), ηEE(ht), ηEE(ht+1)

}

, t ∈

{1, · · · , T − 1};

9: ηTEE ← max
{

ηEE(
∂ηEE

∂λ
= 0), ηEE(hT ), ηEE(λ

max)
}

;

10: ηmax
EE ← max

{
η1EE, · · · , η

T
EE

}
;

11: end

tion. The user admission problem can be formulated as

max
Ωm,l

M∑

m=1

L∑

l=1

xm,l∗ (31a)

s.t. Rm,l ≥ Rmin
m,l xm,l,

M∑

m=1

L∑

l=1

Ωm,l ≤ 1,

xm,l ∈ {0, 1},

where xm,l is the binary decision variable indicating whether

user (m, l) is admitted or not.

In [12], under the assumption of equal power for each

cluster, we propose a greedy user admission algorithm, which

admits users one by one following the descending order of

their channel gains within each cluster. In this paper, as power

can be transferred among clusters, user admission should

be conducted globally. Based on the observation that the

users with better channel gains own higher priority than their

counterparts in each cluster due to SIC, we still admit users

within each cluster following the descending order of their

channel gains. Furthermore, with multi-clusters in the system,

we also need to determine the order for admitting users across

clusters. This can be done by comparing the required power

for satisfying the QoS of each user in different clusters, and

select the one with the minimum power consumption during

each user admission process.

More exactly, the user admission is conducted iteratively

as follows: during each iteration, we first select the user with

the best channel gain from each cluster; among these selected

users, the required power is calculated with considering the

interference from the already admitted users; then, the user

with the minimum required power is chosen to be admitted;

if the total remaining power exceeds the required power for
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Fig. 1: Scenario 1: d1 = d2 = d3 = 80 m.

admitting this user, the selected user is admitted and eliminated

from the candidates; besides, the total remaining power is

updated; otherwise, the process terminates; the process repeats

until no further user can be admitted.

Theorem 3: The proposed scheme maximizes the number

of admitted users when the users’ QoS requirements in each

cluster satisfy the following conditions:

Rmin
m,k ≤ Rmin

m,n, ∀k ∈ {1, . . . , l}, n ∈ {l + 1, . . . , L}, (32)

where l represents the total number of admitted users in the

mth cluster under the proposed scheme.

Proof: Refer to Appendix I.

Corollary 1: The proposed user admission scheme maxi-

mizes the number of admitted users when the SINR thresholds

of the users in each cluster satisfy the following conditions:

Rmin
m,1 ≤ · · · ≤ Rmin

m,L. (33)

Particularly, when the QoS requirements of the users are

equal, the proposed user admission scheme is optimal in terms

of both sum rate and number of admitted users.

Proof: When (33) is satisfied, it can be easily proved that

(32) holds for any l. Thus, the proposed scheme maximizes

the number of admitted users. If the QoS requirements of the

users are equal, it can be easily inferred that maximizing the

number of admitted users also leads to the maximization of

the sum rate.

Lemma 4: The complexity of the proposed user admission

algorithm is O(M2L).

Proof: The proposed user admission algorithm admits

users one by one following the ascending order of the re-

quired power for satisfying their QoS requirements, which

requires O(ML) operations. During each user admission, the

main complexity comes from the operation of selecting the

TABLE I: Simulation Parameters.

Parameters Value

Number of antennas M = 3, N = 3
Channel bandwidth 10 [MHz]

Thermal noise density −174 [dBm/Hz]
Path-loss model 120 + 30 log10(d), d in kilometer

minimum value across all clusters, which requires O(M) op-

erations. In all, the complexity of the proposed user admission

algorithm is O(M2L).

IV. SIMULATION RESULTS

In this section, simulations are conducted to verify the

performance of the proposed PA strategy and user admission

scheme. The specific values of the adopted simulation parame-

ters are summarized in Table I [12]. All results are obtained by

averaging over 104 random trials, unless mentioned otherwise.

Particularly, in the case when the total transmit power cannot

support the QoS requirements for all users, the EE of these

trials is set to zero since the objective is not EE maximization.

First, we evaluate the effectiveness of the proposed energy-

efficient PA strategy. To compare NOMA with conventional

OMA, we adopt OMA with equal degrees of freedom for

each user as the baseline algorithm. Note that OMA can be

considered as a special case of NOMA, with one user in each

cluster. The energy-efficient PA for OMA can be attained

by employing the proposed energy-efficient PA strategy for

NOMA with some minor adjustment, e.g., now the cluster

number becomes M × L. The above energy-efficient PA

strategies are denoted as ”MaxEE”. As a baseline algorithm,

the PA strategy that consumes full power to maximize the SE

of the system is also presented, which is denoted as ”MaxSE”.

This ”MaxSE” PA for NOMA can be obtained by employing

the proposed water-filling sum rate maximization algorithm.

In terms of the ”MaxSE” PA for OMA, it can be achieved by

employing the classical water-filling algorithm.
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Fig. 3: EE versus total power available at the BS, for different cases of user locations.

Scenario 1: d1 = 60 m, d2 = 50 m, d3 = 40 m, (d1 + d2 + d3)/3 = 50 m. Scenario 2: d1 = 70 m, d2 = 55 m, d3 = 40 m,

(d1 + d2 + d3)/3 = 55 m.

Scenario 3: d1 = 60 m, d2 = 55 m, d3 = 50 m, (d1 + d2 + d3)/3 = 55 m. Scenario 4: d1 = 80 m, d2 = 80 m, d3 = 80 m,

(d1 + d2 + d3)/3 = 80 m.

To show how EE varies as the number of users in each

cluster increases, two scenarios with different distances are

presented in Figs. 1 and 2, in which ”-3” and ”-2” mean

three and two users per cluster, respectively. For each scenario,

we show how EE varies with the total transmit power and

minimum rate requirement. According to Figs. 1 and 2,

NOMA achieves higher EE than OMA for both two and three

user cases, respectively.

Specifically, subfigures 1(a) and 2(a) show how EE varies

with the transmit power, in which the dashed lines in both

figures denote the ”MaxSE”, while all other lines represent

the ”MaxEE”. Clearly, under low transmit power, ”MaxSE”

equals ”MaxEE”, and both grow with the transmit power.

As the transmit power reaches a certain threshold, further

increase in the transmit power does not yield a higher EE,

and thus, ”MaxEE” remains stable, while ”MaxSE” decreases.

This indicates the necessity of employing energy-efficient PA,

especially under high transmit power. In scenario 1, under low

transmit power, NOMA-2 achieves higher EE compared with

NOMA-3. However, under high transmit power, an opposite

result can be observed. This can be explained by the fact that

under low transmit power, it is more difficult to satisfy the

QoS for three users. On the other hand, under high power,

more users lead to a higher diversity, which increases the EE.

In contrast, in scenario 2, NOMA-2 always attains higher EE

than its counterpart. This is due to the fact as the distance
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difference between the users increases, it costs more energy to

admit an extra user. Thus, even under high transmit power, the

benefit introduced by the diversity is not enough to compensate

the energy required for admitting the extra user. Combining

the two scenarios, we can conclude that whether admitting

more users yields a higher EE depends on the transmit power

level and the distance difference between the users.

Subfigures 1(b) and 2(b) show how EE varies with Rmin.

It can be seen that EE decreases with Rmin. More exactly, in

scenario 1, NOMA-3 achieves higher EE than NOMA-2 under

low Rmin, and vice versa. This can be explained by connecting

Rmin with the transmit power, i.e., lower Rmin has the same

impact on EE as higher transmit power. In contrast, in scenario

2, NOMA-2 always achieves higher EE than NOMA-3, which

agrees with subfigure (a).

Results in Figs. 1 and 2 indicate that the distance has an

impact on EE; accordingly, in Fig. 3, further analysis on this
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Fig. 6: Average number of admitted users versus Rmin: number

of requesting users per cluster is 15; Pt = 20 dBm.

is provided. Obviously, the larger the distance, the lower the

achieved EE. Furthermore, comparing scenarios 2 and 3, we

can conclude that the channel gain of the strongest user plays

a vital role in EE, which fits our observation in Lemma 2.

On the other hand, by comparing three and two user cases

for scenario 2, it implies that the distance difference between

users has a larger impact on the multi-user case, especially

under lower transmit power. To conclude, not only the average

distance, but also the distance of the strongest user plays an

important role in EE. Moreover, the distance difference affects

EE more for the three user case under low transmit power.

In Fig. 4, we compare EE achieved by the proposed PA

strategy with that achieved by the algorithm in [17], in which

equal power is assigned to each cluster, and thus is denoted

as ”EQ-NOMA”. Further, for both algorithms, both ”MaxEE”

and ”MaxSE” are plotted. It can be seen that under low

transmit power, the proposed PA strategy achieves higher EE

than the one in [17], which validates the necessity of applying

global PA. On the other hand, under high transmit power, their

performance is the same. This can be explained by the fact

that under high transmit power, the equally divided power is

enough for EE maximization, and thus, allowing power to be

transferred among clusters brings no benefit.

Figs. 5-7 show the performance of the proposed user ad-

mission scheme, which is denoted as ”NOMA”. As a baseline

algorithm, we consider the NOMA scheme in [12], which

assigns equal power to each cluster, and is denoted as ”EQ-

NOMA”. To compare NOMA with conventional OMA, OMA

with PA across clusters and OMA with equal power per

cluster are presented, denoted as ”OMA” and ”EQ-OMA”,

respectively. According to Figs. 5-7, it can be seen that NOMA

outperforms OMA in terms of the number of admitted users

versus transmit power, minimum rate requirement, and number

of requesting users. Moreover, for both NOMA and OMA,

allowing power to be transferred among clusters leads to a

larger number of admitted users. In addition, it is clear that

the average number of admitted users grows with the transmit
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power, but decreases with Rmin. Furthermore, it also increases

with the number of requesting users per cluster. This is due

to the fact that when more users are requesting the service,

it is more likely that more users will have a better channel

gains, yielding a lower power to satisfy their minimum rate

requirements. As the total power is fixed, more users can be

admitted accordingly.

V. CONCLUSION

In this paper, we have studied the EE maximization problem

for a multi-cluster multi-user MIMO-NOMA system under a

QoS constraint for each user. An optimal PA strategy has been

proposed to solve the considered EE maximization problem

when it is feasible. A low complexity user admission protocol

has been proposed otherwise, which admits users one by

one following the ascending order of the required power for

satisfying the QoS requirements. Numerical results show that

the proposed PA strategies outperform OMA and equal power

NOMA in terms of both EE and the number of admitted users,

which verifies their effectiveness. In addition, the EE of the

NOMA system mainly depends on the channel condition of

the first user, and it is necessary to apply an energy-efficient

PA strategy, especially at high transmit power. On the other

hand, whether more users leads to increased EE depends on

the transmit power level and users’ channel gain difference.

APPENDIX A

PROOF OF THEOREM 3

Proof: We first consider the user admission in each

cluster. In the following, we will prove through contradiction

that the proposed scheme maximizes the number of admitted

users in each cluster.

Consider the case in which only l users can be admitted to

the mth cluster when employing the proposed user admission

scheme. Suppose there exists an alternate scheme, which also

admits l users, but replaces the kth user with the nth user

as one admitted user, k ∈ {1, . . . , l}, n ∈ {l + 1, . . . , L}.

In this case, it seems that the alternate scheme transfers the

power of the kth user to the nth user. Moreover, from the

(k+1)th user to the lth user, the required power for satisfying

their QoS requirements decreases, as the interference from

the kth user is removed. This reduced power can also be

considered to be transferred to the nth user. According to

the remark from Lemma 1, a lower sum rate is achieved by

transferring power from the strong users to the weak users.

Since all other users’ rates remain the same, the achievable

rate of the nth user must be lower than that of the kth user,

Rm,n ≤ Rmin
m,k. On the other hand, Rmin

m,k ≤ Rmin
m,n. Therefore,

Rm,n ≤ Rmin
m,n, which indicates that more power is needed to

satisfy the QoS requirement of the nth user. This shows that

the proposed scheme requires the minimum power when there

is one replacement between the users. Following the same

procedure, the conclusion can be easily extended to the case

in which there exist multiple replacements of the users, which

means that the proposed scheme requires the minimum power

for admitting l users, i.e., Ωsum ≤ Ωalt
sum, where Ωsum and

Ωalt
sum are the total power coefficients of admitting l users for

the proposed scheme and the alternate one, respectively.

Suppose the alternate scheme can admit an extra user,

denoted as al+1. Without loss of generality, the channel gain

of this user is assumed to be the lowest. Note that this

assumption does not add an extra constraint since we can

simply exchange it with the one of the lowest channel gain, and

consider the latter as the extra admitted user. According to (7),

Ωalt
m,al+1

≥ (2
Rmin

m,al+1 −1)

(

Ωalt
sum+ 1

ρ|vH
m,al+1

Hm,al+1
pm|2

)

. In

addition, admitting the al+1 to the proposed scheme requires

Ωm,al+1
= (2

Rmin
m,al+1−1)

(

Ωsum+ 1
ρ|vH

m,al+1
Hm,al+1

pm|2

)

. As

Ωsum ≤ Ωalt
sum, we have Ωm,al+1

+ Ωsum ≤ Ωalt
m,al+1

+ Ωalt
sum.

Thus, this extra user can also be admitted to the proposed

scheme, which conflicts with the proposition that only l users

can be admitted by the proposed scheme.

With multi-clusters, since the proposed scheme selects the

user with the minimum required power across clusters during

each iteration, this clearly yields the maximum number of

admitted users.
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